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 چکیده

باشند. های سطح زمین میهای ابرطیفی به واسطه اخذ تعداد زیادی از باندهای طیفی همواره دارای اهمیت خاصی در پایش پدیدهسنجنده

دقت آن صورت گرفته های زیادی برای افزایش های ابرطیفی است که تا به حال تلاشترین روش پردازش دادهبندی تصاویر ابرطیفی مهمطبقه

اند. در بندی تصاویر ابرطیفی داشتههای اخیر جایگاه مهمی در بهبود دقت طبقههای مکانی در سالهای عصبی پیچشی و ویژگیاست. شبکه

شی های عصبی پیچهای استخراج ویژگی مکانی سطح پایین در شبکههای روشتحقیقات پیشین توجه زیادی به استفاده همزمان از قابلیت

بندی تصاویر ابرطیفی معرفی شده است های عصبی پیچشی برای طبقهنشده است. به همین دلیل در مقاله حاضر یک معماری جدید از شبکه

های مورفولوژی، بانک های مکانی سطح پایین شامل پروفایلمکانی حاصل از ترکیبات مختلف ویژگی_که به عنوان ورودی شبکه از بردار طیفی

های این مقاله که بر کند. آزمایشهای طیفی استخراج شده از روش تبدیل مولفه اصلی استفاده میر و الگوی باینری محلی با ویژگیفیلترگابو

روی دو تصویر ابرطیفی حقیقی از دو منطقه کشاورزی و شهری صورت گرفته است، نشان از برتری روش پیشنهادی دارد. نتایج نهایی نشان 

 های رقیب بهتر باشد.درصد از روش 0/2تواند در بهترین حالت بندی با روش پیشنهادی میطبقه دهد که دقت کلیمی
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400تابستان  شماره دوم   ال نهمس

 مقدمه -1

های ابرطیفی با اخذ تعداد زیادی از باندهای سنجنده

نواحی فرابنفش نزدیک تا مادون قرمز بازتابی طیفی از 

های سطح به ابزار بسیار سودمندی برای مطالعه پدیده

بندی تصاویر که یکی از اند. طبقهزمین تبدیل شده

های استخراج اطلاعات از تصاویر ترین روشمهم

باشد، به معنی در یک گروه قرار ( میHSI) 1ابرطیفی

ن برچسب برای هر های مشابه و تعییدادن پیکسل

بندی تصاویر به طور کلی های طبقهپیکسل است. روش

-بندی مینشده دستهشده و نظارتبه دو دسته نظارت

کننده بدون بندینشده، طبقههای نظارتشوند. در روش

جوی فضای ونیاز به اطلاعات عامل خارجی و با جست

اساس  های مشابه بربندی پیکسلویژگی سعی در دسته

شده های نظارتمعیارهای گوناگون دارد، اما در روش

های نمونه برای هر کلاس سعی کاربر با انتخاب پیکسل

کننده را طوری تربیت کند که در بندیکند تا طبقهمی

های جدید برچسب آنها را به مواجه شدن با پیکسل

های بندیدرستی تشخیص دهد. از جمله طبقه

، 2همسایه نزدیک K توان بهشده سنتی مینظارت

 در .[1]اشاره کرد 3لجستیک رگرسیون و فاصله حداقل

 به (SVM) 4پشتیبان بردار ماشین تحقیقات بعدی،

 ،HSI بندیطبقه برای پایدار و کارآمد روش یک عنوان

های آموزشی کم های که تعداد نمونهحالت برای ویژه به

 . [3و2]باشد مورد استفاده قرار گرفتندمی
وارد مباحث  (NN) 0های عصبیهای اخیر شبکهدر سال

های شبکه هایی مانندسنجش از دوری شدند و شبکه

 پایه تابع و 7ماشین بولتزمن ،[4] 6پرسپترون چندلایه

 دور از سنجش هایداده بندیطبقه برای[ 0] 8شعاعی

                                                           
1 Hyperspectral image (HSI) 
2 K-nearest neighbor (KNN) 
3 Logistic regression (LR) 
4 Support Vector machine (SVM) 
5 Neural networks (NN) 
6 Multilayer perceptron (MLP) 
7 Restricted Boltzmann machine (RBM) 
8 Radial basis function (RBF) 

تحقیقات گسترده اخیر در  .اندگرفته قرار استفاده مورد

 هایشبکه که داده است نشانهای عصبی مورد شبکه

 هایروش برای ایامیدوارکننده جایگزین عصبی

 کار آنها ترینجامع سنتی هستند. بندیطبقه مختلف

 سه پروژه این در .[1]است همکاران و میشی

 هایبندیطبقه عصبی، هایشبکه کلی بندیطبقه

اند و شده مقایسه روش 23 با ماشین یادگیری و آماری

داده مختلف مورد استفاده قرار  مجموعه 27 از بیش

 بندیطبقه هیچ که این است آنها کلی نتیجه .گرفتند

 هرچند نیست؛ مناسب هاداده مجموعه تمام برای تنها

-را نسبت به بقیه روش خوبی عملکرد عصبی هایشبکه

توان های عصبی میهای شبکهاز جمله مزیت .ها دارند

های توانایی سازگاری با داده( 1 به این موارد اشاره کرد:

( 2مختلف که دارای توزیع آماری مشخصی نیستند 

توانایی تقریب هر تابع با دقت دلخواه  عصبی هایشبکه

-چون مدل عصبی های( شبکه3 .[0و6]را دارا هستند 

 پیچیده روابط سازیمدل در های غیرخطی هستند

 های( شبکه4 .هستند پذیری بالاییانعطاف دارای

 مبنای که هستند اولیه احتمال برآورد به قادر بیعص

 است آماری هایتحلیل انجام و بندیطبقه قانون ایجاد

 معماری یک ،(2776هینتون و سالاخوتدینف ) [.8]

که شامل چند لایه  های عصبیتر از شبکهعمیق

 برای قدرتمندی مدل رمزگذار خودکار بوده و

است مورد های سنجش از دوری داده بندیطبقه

. نتایج تحقیق نشان داد که این [11]استفاده قرار گرفت

 SVM با دارای عملکردی قابل رقابت ترعمیق معماری

روی  هست و این موضوع باعث شروع تحقیقات بر

 شد.( DNN) 1های عصبی عمیقشبکه

 بصری سیستم دهدهای علم اعصاب نشان مییافته

 پردازشی مختلف سطوح از ایدنباله یک توسط انسان

های سیستم از ویژگی این که در تشکیل شده است

های عمیق که توانایی مغز در توان به ویژگیسطحی می

دهند، رسید. معماری شناسایی شیء را بهبود می

                                                           
9 Deep neural networks (DNNs) 
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 3 

          از ادغههام ...  بهها اسههت اده   طبقههه بنههدی ترههاویر ابرط  ههی   
 عب د شری ی و همکاران

 

 قشر به شبکیه روند های عصبی عمیق نیز که ازشبکه

شامل چندین لایه برای استخراج  سازی شدهشبیه مغز

 بسیاری عمیق در باشند. یادگیرییق میهای عمویژگی

مباحث سنجش از  جمله از تحقیقاتی، هایزمینه از

 تشخیص بندی تصاویر ابرطیفی وطبقه دوری مانند

اولین  2776 سال [.12]مورد استفاده قرار گرفتند هدف

 باور هایشبکه تحت عنوان روش یادگیری عمیق

مورد  بندی تصاویر ابرطیفیبرای طبقه (DBN) 1عمیق

از ترکیب چند لایه  DBN . در[17]استفاده قرار گرفت

های عمیق برای استخراج ویژگی ماشین بولتزمن

( نیز یک 2714چن و همکاران ) .[13]شوداستفاده می

بندی تصاویر روش یادگیری عمیق دیگر برای طبقه

ابرطیفی معرفی کردند که در این روش از ترکیب 

-برای استخراج ویژگی (SAE) 2خودکار  رمزگذارچندین 

 . [14]شودهای عمیق استفاده می

 به توجه با SAEsو  DBNsدر ساختار هر دو روش 

مختلف تعداد زیادی  هایلایه اتصالات کامل بین وجود

تعداد زیاد پارامترها  آموزش های آموزشی برایاز نمونه

های باشد، که این امر به دلیل کمبود نمونهاحتیاج می

 و SAE این، بر علاوه یک مشکل اساسی است.آموزشی 

DBN موثر صورت به را مکانی اطلاعات توانندنمی 

ها باید به صورت ورودی این روش زیرا کنند، استخراج

برداری باشد و باید اطلاعات مکانی قبل از آموزش 

استخراج شود و در یک بردار همراه اطلاعات طیفی 

-مشکلات در سالبه منظور حل این  وارد شبکه شوند.

معرفی  (CNNs) 3پیچشی عصبی هایهای اخیر شبکه

به  CNNsاند و بسیار مورد توجه قرار گرفتند. شده

توانند اطلاعات می محلی ارتباطات کمک در نظر گرفتن

ها مکانی را استخراج کنند. همچنین در این شبکه

در  گیریاستراتژی اشتراک وزن باعث کاهش چشم

                                                           
1 Deep belief networks (DBNs) 
2 Stacked Autoencoder (SAE) 
3 Convolutional neural networks (CNNs) 

 ،2712 سال ازشود. آموزش شبکه میپارامترهای قابل 

CNNs بندیموضوعاتی نظیر طبقه در را زیادی توجه 

 ،[18] شیء تشخیص ،[10] بندیقطعه ،[16] تصویر

در  .کرده است به خود جلب غیره و[ 11] ویدئو تحلیل

-ادامه چندین کار تحقیقاتی مهم در ارتباط با طبقه

عصبی های بندی تصاویر ابرطیفی به کمک شبکه

 شود.پیچشی بررسی می

( از یک شبکه عصبی پیچشی 2710هو و همکاران ) 

بندی تصاویر ابرطیفی استفاده کردند که در برای طبقه

مورد استفاده از یک لایه کانولوشن، یک  CNNمعماری 

و دو لایه با اتصال کامل  با عملگر ماکزیمم 4لایه ادغام

نهایی با  . لایه کاملاً متصل[27]استفاده شده است

میزان تعلق  0کنندگیاستفاده از تابع حداکثر نرم

های مختلف مشخص پیکسل مورد نظر را به کلاس

باشد می n1کند. در این شبکه ورودی یک بردار می

 هستتعداد باندهای طیفی تصویر ورودی  n که

براساس اطلاعات طیفی انجام بندی فقط بنابراین طبقه

ها که بر روی سه داده ابرطیفی انجام پردازش شود.می

بندی کننده نسبت به طبقه CNNشده، نشان از برتری 

SVM  با استفاده از کرنلRBF  .دارد 

( یک ساختار 2716در تحقیقات بعدی چن و همکاران )

بندی تصاویر ابر برای طبقه CNNبعدی جدید از سه

که در این رویکرد از چندین لایه  اندارائه دادهطیفی 

. ورودی [21]استفاده شده است کانولوشن و لایه ادغام

dاین شبکه به صورت  d n باشد که میd  ابعاد

 CNNتعداد باندهای طیفی است.  nکرنل مکانی و 

بعدی توانایی استخراج پیشنهاد شده به علت ورودی سه

های مکانی را نیز دارد. در این تحقیق برای حل ویژگی

و تولید  0از تکنیک حذف تصادفی 6برازش مسئله بیش

-شود. دو نتیجه مهم پیادهنمونه مجازی استفاده می

                                                           
4 Pooling 

0 Softmax 
6 Overfitting 
7 Dropout  
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400تابستان  شماره دوم   ال نهمس

بندی ( دقت طبقه1اند از: های این تحقیق عبارتسازی

 CNNهای عمیق استخراج شده از ویژگی با استفاده از

های دیگر استخراج ویژگی مانند آنالیز نسبت به روش

 2 (FAعوامل) تحلیل و و تجزیه 1 (PCA)مولفه اصلی

چون علاوه بر  3D-CNNهای ( در شبکه2بهتر است. 

-های مکانی نیز استخراج میهای طیفی، ویژگیویژگی

-2Dو  1D-CNNشود، نتایج خیلی بهتری نسبت به 

CNN کند.تولید می  

های طیفی به تنهایی در از سوی دیگر استفاده از ویژگی

بندی تصاویر سنجش از دوری هنگامی که پروسه طبقه

عوارض موجود رفتارهای طیفی نزدیک دارند عموماً 

 به توجه با .[24و23]شودهای بالایی نمیمنجر به دقت

و  دور از سنجش هایآوریفن در اخیر هایپیشرفت

ها یک راهکار قدرت تفکیک مکانی سنجنده بهبود

مناسب استفاده از اطلاعات مکانی است، زیرا عوارض 

باشند و همسایه با احتمال بالا مربوط به یک کلاس می

های طیفی در بحث مکمل ارزشمندی برای ویژگی

های باشند. در یک نگاه کلی ویژگیبندی میطبقه

های مکانی سطح پایین ( ویژگی1ند:مکانی سه نوع هست

های مکانی سطح ( ویژگی2( [20])پروفایل مورفولوژی

های مکانی ( ویژگی3( [40]3میانه )کیف کلمات بصری

های مکانی سطح پایین عمیق. برای استخراج ویژگی

 های زیادی پیشنهاد شده که از پرکاربردترین آنهاروش

ماتریس هم رخداد، های مستخرج از توان به ویژگیمی

و  4های مورفولوژیهای بانک فیلتر گابور، پروفایلویژگی

اشاره کرد. نتایج  (LBP) 0روش الگوی باینری محلی

( که از بانک 2771فراری و همکاران )تحقیقاتی نظیر 

های متفاوت استفاده ها و مقیاسفیلتر گابور در جهت

ز ( که ا2713، میرزاپور و قاسمیان )[21]شده است

و تحقیق  [20]مفهوم پروفایل مورفولوژی استفاده شده

                                                           
1 Principal component analysis  
2 Factor analysis 
3 bag of visual words 
4 Morphological Profiles (MP) 
5 Local binary patterns 

برای تولید  LBP( که از روش 2772اوجالا و همکاران )

-، نشان می[37]استفاده کرده است های مکانیویژگی

های مکانی سطح پایین در کنار دهد استفاده از ویژگی

بندی تصاویر های طیفی باعث بهبود دقت طبقهویژگی

شود. در تحقیقات مذکور از سنجش از دوری می

های یادگیری عمیق استفاده نشده های روشقابلیت

یادگیری  های اخیر روشاست در حالی که در سال

بسیار مورد توجه قرار گرفتند. در این  CNNعمیق 

 CNN( در ورودی 2716اپتوئل و همکاران )راستا، 

از  PCAهای طیفی مستخرج از تبدیل علاوه بر ویژگی

های های مکانی استخراج شده از پروفایلویژگی

. در این مقاله پس از [23]استفاده کردند 6خصوصیت

-پروفایل ،PCAبرای هر باند ، PCAهای استخراج مولفه

های خصوصیت استخراج شدند و این دو ویژگی در 

شدند. نتایج  CNNکنار هم قرار گرفته و همزمان وارد 

دهد که ی نشان میسازی بر روی دو داده ابرطیفپیاده

های های ویژگی در کنار ویژگیاستفاده از پروفایل

در شبکه های عمیق سبب بهبود هر چه  PCAطیفی 

شود که در بندی نسبت به موقعی میبیشتر دقت طبقه

های طیفی استفاده شود. ورودی شبکه فقط از ویژگی

( یک روش 2710همچنین، سن تارا و همکاران )

مکانی ارائه داده _بندی طیفیطبقه یادگیری عمیق برای

های ( انتخاب ویژگی1اند که شامل سه مرحله است: 

( در مرحله دوم این تحقیق به اندازه تعداد 2طیفی 

های باندهای طیفی انتخاب شده در مرحله اول شبکه

ها برای عصبی پیچشی طراحی شده و این شبکه

ی های مکانی به صورت موازی بر رواستخراج ویژگی

( در مرحله آخر 3شوند باندهای انتخاب شده اعمال می

های طیفی و مکانی تولید شده از مرحله قبل در ویژگی

کننده حداکثر بندیگیرند و وارد طبقهکنار هم قرار می

. نتایج تحقیق نشان [41]شوندمی ]27[کنندگی نرم

بندی دهد که روش ارائه شده باعث بهبود دقت طبقهمی

روی و در تحقیق . شده استهای دیگر وشنسبت به ر

                                                           
6 Attribute profiles 
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های ویژگی 2D-CNNابتدا به کمک ( 2711همکاران )

ها شوند و سپس این ویژگیمکانی عمیق استخراج می

-شده و طبقه 3D-CNNهای طیفی وارد در کنار ویژگی

دهد شود. نتایج این تحقیق نیز نشان میبندی انجام می

 CNN عمیق در ورودیهای مکانی که استفاده از ویژگی

-بندی تصاویر ابرطیفی میباعث بهبود دقت طبقه

 .[47]شود

-توان به جایگاه مهم شبکهاز مرور تحقیقات پیشین می

های مکانی در بهبود دقت های عصبی پیچشی و ویژگی

های سطح بندی پی برد. از آنجایی که ویژگیطبقه

باشند پایین مختلف دارای اطلاعات گوناگون مکانی می

های ها با ویژگیرسد که ادغام این ویژگیبه نظر می

-های عصبی عمیق موجب تولید ویژگیطیفی در شبکه

رو در مقاله شود. از اینهای سطح عمیق باکیفیتی می

بندی برای طبقه 3D-CNN حاضر یک ساختار جدید

تصاویر ابرطیفی معرفی شده، که برای بررسی تاثیر 

-که پیش CNNپایین در نتایج های مکانی سطح ویژگی

-تر مورد استفاده نبوده است در ورودی شبکه از ویژگی

های مکانی گوناگونی نظیر پروفایل مورفولوژی، فیلتر 

-های طیفی استفاده میدر کنار ویژگی LBP گابور و

شود. این مسئله از این جهت دارای اهمیت است که 

مکانی _طیفیهای شبکه پیشنهادی توانایی تولید ویژگی

بندی به سطوح دقت عمیقی را دارا است که در طبقه

درصد(. این موضوع حتی در  16رسد )بالای بالایی می

زمانی که داده آموزشی اندک در اختیار باشد نیز صادق 

-است. همچنین در معماری شبکه پیشنهادی از تکنیک

 تابع ،]44[ای مانند حذف شدن تصادفیهای پیشرفته

 ، و]1 ]22(ReLU) کننده اصلاح واحد خطی سازفعال 

تر نیز مورد که پیش ]40[ (BN) 2ایدسته سازینرمال

 .شودمی استفادهاند قرار گرفته استفاده

ساختار تحقیق به این صورت است که در قسمت دوم  

شود که در آن به به مبانی نظری تحقیق پرداخته می

                                                           
1 Rectifier Linear Unit 
2 Batch Normalization 

 های عصبی پیچشی و طرز استخراجمعرفی شبکه

شود. در قسمت سوم طرح کلی ها پرداخته میویژگی

شود. در تحقیق و روش پیشنهادی شرح داده می

قسمت چهارم پس از معرفی دو داده ابرطیفی حقیقی 

ها ارائه شده است. در سازیمورد استفاده، نتایج پیاده

بندی نهایی صورت گیری و جمعقسمت آخر نیز نتیجه

 گیرد.می

 یقمبانی نظری تحق -2

های عصبی در این قسمت ابتدا به بررسی شبکه

های پردازیم و در ادامه روشهای آن میپیچشی و لایه

 کنیم.استخراج ویژگی مکانی را بررسی می

 های عصبی پیچشیشبکه -2-1

CNNs عصبی عمیقی هستند که از تکنیک هایشبکه 

 از ترکیبی و شامل کننداستفاده می 3آموزش به جلو

 CNNs متصل هستند. کاملاً و ادغام کانولوشن، هایلایه

های همسایه به علت استفاده از اطلاعات مکانی پیکسل

های های طیفی توانایی استخراج ویژگیعلاوه بر ویژگی

ها باعث مکانی عمیق را نیز دارا هستند که این ویژگی

 .]27[شود.بندی تصاویر ابرطیفی میبهبود دقت طبقه

از یک سری  هاویژگی استخراج برای کانولوشن لایه

 لایه کانولوشن اولینکند. استفاده می کرنل خطی

 ها،لبه مانند پایین سطح هایویژگی تولید مسئول

-افزایش تعداد لایه با. است موارد دیگر و گرادیان جهت

 نیز بالا سطح هایویژگی با معماری های کانولوشن،

 یک معمولاً بعد از لایه کانولوشن .]21[شودمی سازگار

 چندین خروجی لایه ادغام .گیردقرار می لایه ادغام

که معمولاً  تابع یک طریق از را کانولوشن یلایه نورون

کند. شود با هم ادغام میاستفاده می از تابع ماکزیمم

های غیر قابل ها باعث تولید ویژگیادغام خروجی نورون

بندی های مناسب برای طبقهتغییر از محل که ویژگی

یک معماری . ]31[شودباشند میتصاویر ابرطیفی می

( نشان داده شده 1های عصبی در شکل )متداول شبکه

 .است

                                                           
3 Feed forward 
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 .]22[های کانولوشن، ادغام و لایه کاملاً متصل استکه متشکل از لایه CNN: معماری متداول 1 شکل

CNNs خاص ویژگی همانطور بیان شد دارای دو 

در . اشتراک وزن (2محلی  ( اتصالات1هستند: 

CNN در نورونی به فقط کانولوشن لایه در هانورون 

بعدی متصل هستند که دارای ارتباط مکانی  لایه

 یک ضرب با سازفعال باشند، پس مقدار ورودی تابع

 .شودمحاسبه می W وزن در محلی کوچک ورودی

 اشتراک به ورودی فضای کل در W وزن سپس

 نشان (1شکل) در که همانطور شود.می گذاشته

است، خطوطی که رنگ یکسان دارند وزن  شده داده

های استفاده از اشتراک وزن مزیت .آنها یکسان است

 :]27[از  اندعبارت CNNدر 

به کمک استفاده از بحث اشتراک وزن تعداد  .1

کند، های قابل آموزش شبکه کاهش پیدا میپارامتر

تعداد نمونه آموزشی کمتری برای آموزش پس به 

 شبکه احتیاج است.

های ( در این حالت چون پارامتر1باتوجه به شکل) .2

-وزن از چندین ورودی برای یادگیری استفاده می

که به علت بحث  w1کند، مثلا برای پارامتر 

،h1،h2اشتراک وزن در تعیین مقدارهای خروجی

h3وh4 نقش دارد از چهار ورویv1،v2،v3وv4

شود. به همین دلیل می برای آموزش آن استفاده

وزن  ها نویزی باشد روی پارامتراگر یکی از ورودی

 گذارد.تاثیر زیادی نمی

-تعمیم قدرت افزایش باعث CNNاشتراک وزن در  .3

 .شودمی مشکل بیش برازش حل و شبکه پذیری

 به حافظه کمتری احتیاج است. CNNبرای اجرای  .4

شبکه چون پردازش  CNNبندی با طبقه فرایند در

 طوربه آموزشی هاینمونه بر و سنگین است، ابتدازمان

 شامل گروه هر و شوندمی تقسیم دسته چند به تصادفی

 هر برای .می باشد های آموزشیبرابری از نمونه تعداد

 شبکه به آموزش برای هادسته از نمونه یک فقط تکرار

شوند و پس از انجام عملیات هرکدام از می فرستاده

شود. پس از تعیین ها مقدار خروجی تعیین میلایه

مقدار خروجی، با روش تصادفی گرادیان نزولی با 

و استفاده از تابع هزینه آنتروپی  1(sgdm)شتاب

شود. هنگامی که تمام شبکه آموزش داده می 2متقاطع

های آموزشی وارد های کوچک تولید شده از نمونهگروه

                                                           
1 Stochastic gradient descent with momentum 

2 Cross Entropy 
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 تا آموزش روند سد.رشبکه شدند، یک اپک به اتمام می

 نخواهد متوقف نرسد اپک تعداد حداکثر به که زمانی

 شود.بررسی می CNNهای در ادامه ساختار لایه .شد

 لایه کانولوشن -2-1-1

 از فیلترهای ویژگی استخراج برای کانولوشن لایه

د کانولوشن kwخطی با ابعا × kh × d  استفاده

 dعرض فیلتر و hkطول فیلتر، wkکه کند، می

ارتفاع فیلتر که برابر تعداد باندهای تصویر ورودی 

d های کانولوشن با اندازهکرنل. است 1  تنها 1

های طیفی را استخراج کنند و برای ویژگی تواندمی

هنگامی  مکانی کاربرد ندارند.های استخراج ویژگی

بندی فقط براساس اطلاعات مکانی که هدف طبقه

دهنده تعداد باندهای ورودی باشد بعد سوم که نشان

باشد یک است و عملاً کرنل مورد استفاده یک می

بندی و در حالت طبقه استکرنل دو بعدی 

شود. در مکانی از کرنل سه بعدی استفاده می_طیفی

عملیات کرنل کانولوشن دو بعدی و ( نحوه 2)شکل

 سه بعدی نشان داده شده است.

 
.[22]است 3اندازه کرنل کانولوشن در محدوده طیفی  .یبعدسهی و دوبعد: نحوه عملکرد کرنل کانولوشن 2شکل 

شود. پس از اعمال هر کرنل یک نقشه ویژگی ایجاد می

 (b2)ی که در شکلبعدسهدر این مقاله چون از کرنل 

در نتیجه طبق شود نشان داده شده استفاده می

ام برای jام در نقشه ویژگی i( مقدار نورون لایه 1)رابطه

مربوط به شماره  yو  xکه  (x,y,z)پیکسلی با موقعیت 

نشان دهنده باند مورد  zسطر و ستون پیکسل و 

(،1در رابطه ) .[22]به دست می آیدباشد استفاده می

wk  ،طول فیلترhk ،عرض فیلترd  تعداد باندهای

،(i-1) لایه در ویژگی هایتعداد نقشه mتصویر ورودی،
pqr

ijmw موقعیت وزن( , , )p q r ویژگی نقشه به مربوط 

m ،است ijb نقشه ویژگی  بایاسj ام در لایهi،ام است

( )g xساز و تابع فعال( )i mv 1 مقدار خروجی نورون-

)های لایه  )i 1 وزنهای مختلف است. در موقعیت 

 هایبه کمک داده که هستند ها پارامترهاییکرنل

 . شوندمی روزرسانیبه آموزشی

                                       (1)رابطه 

1 1

( )( )( )
( 1)

0 0 0

( )
w hk k d

x p y q z rxyz pqr
ij ij ijm i mm

p q r

V g b w v

 

  


  

  
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 لایه ادغام -2-1-2

 ادغامبعد از لایه کانولوشن معمولاً یک لایه  CNNs در

های ویژگی در این نقشهوجود دارد، به نحوی که تعداد 

از یک  ادغاملایه با لایه کانولوشن برابر است. در لایه 

pکرنل با سایز q ، ًکه معمولا, { , , , }p q 2 3 4 5 

هدف از لایه  .]46[شودشوند، استفاده میانتخاب می

 پردازش برای نیاز مورد محاسباتی قدرت ، کاهشادغام

لایه  این، بر علاوه. است ابعاد کاهش طریق از هاداده

به علت ترکیب نتایج خروجی چندین نورون لایه  ادغام

شود که در مقابل هایی میکانولوشن، باعث تولید ویژگی

ها که دوران و تغییر موقعیت ثابت هستند. این ویژگی

شوند سرعت شناخته می 1غالب هایتحت عنوان ویژگی

زایش داده و باعث آموزش بهتر همگرایی شبکه را اف

 . ]31[شوندشبکه می

از توابع مختلف استفاده کرد  توانیم ادغامدر لایه 

میانگین هستند.  ها ماکزیمم وکه پرکاربردترین آن

ورودی در  نحوه عملکرد این توابع بر روی داده

( نشان داده شده است. تحقیقات نشان داده 3)شکل

بهتری از تابع میانگین ایجاد که تابع ماکزیمم نتایج 

عموما از تابع  ادغامکند، به همین دلیل در لایه می

 .]21[شودماکزیمم استفاده می

پارامتری برای آموزش وجود ندارد ولی  ادغامدر لایه 

ای که وجود دارد این است که در حالت انتشار نکته

که از تابع ماکزیمم استفاده  ادغامرو به عقب در لایه 

که  نورونی برگردانیم شود باید خطا را بهمی

 بیشترین مقدار را داشته است.

 لایه کاملاً متصل -2-1-3

های کاملاً ، لایهادغام و کانولوشن لایه چندین از بعد

های طیفی و گیرند. این لایه ویژگیمتصل قرار می

اند برای های قبلی استخراج شدهمکانی را که در لایه

کند. ورودی باهم ترکیب میبندی داده طبقه

 اینکه برای نام این لایه معلوم است، از که همانطور

                                                           
1 Dominant 

 تمام شوند، متصل کامل طور به متوالی لایه دو

 لایه در هانورون تمام به باید قبلی لایه در هانورون

متصل  کاملاًمقدار خروجی لایه  .شوند متصل بعدی

توان از را با استفاده از مقادیر وزن و بایاس می

 :]32[( محاسبه کرد2)رابطه

 

                (2رابطه )        
 

T
k k k k

o o w b


 
1  

های آخرین تعداد نورون CNNبندی با در بحث طبقه

-ها انتخاب میلایه کاملاً متصل به اندازه تعداد کلاس

که از  کنندگی_و با استفاده از تابع حداکثر نرم شوند

، یک خروجی احتمالی ]27[شود( محاسبه می3رابطه )

کننده احتمال تعلق نمونه به هرکدام از که مشخص

شود. نمونه به کلاسی تعلق ها است تولید میکلاس

 دارد که بیشترین احتمال را داشته باشد.

 

    (3رابطه )

, ,

, ,
, ,

T
L L L

T
TL K L L K
L M L L M

W X b

M
W X b

W X b

K

e

y

e e








 
 
 
 
  

1 1

1

1
  

عبارت مخرج کسرها و تعداد کلاس M(،3)در رابطه

, ,
T
L K L L K

M
W X b

K

e





1

سازی تابع فقط برای نرمال 

softmax .است 
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 [33]میانگین -جمع و ادغام-: نحوه عملکرد ادغام3شکل 

 های تولید ویژگی مکانیروش -2-2

های مکانی سطح ویژگیدر این تحقیق برای تولید 

پایین از سه روش پروفایل مورفولوژی، فیلتر گابور و 

شود که در ادامه به الگویی دوتایی محلی استفاده می

 پردازیم.بررسی این سه روش می

 های مورفولوژیپروفایل -2-2-1

 آنالیز برای غیرخطی پردازشی تکنیک یک مورفولوژی

 اجزا استخراج برای ابزاری و هاپیکسل بین مکانی روابط

 باینری تصاویر برای ابتدا در مورفولوژی. تصویر است

 درجات با تصاویر مورد در سپس و شد تعریف

 توسعه رنگی و ابرطیفی تصاویر همچنین و خاکستری

 و 1سایش مورفولوژی در پایه . اپراتورهای[26] کرد پیدا

 مرز به را هایپیکسل اتساع، .[20]هستند 2اتساع

 سایش که حالی کند، درمی اضافه تصویر در عوارض

 تعداد. کندمی حذف عوارض مرز از را هاییپیکسل

 و سایز به بستگی شده، اضافه یا های حذفپیکسل

 تصویر پردازش در شده استفاده ساختاری المان شکل

و بسته را  ترکیب اتساع و سایش دو اپراتور باز .دارد

است که با اتساع کند. اپراتور باز یک سایش تولید می

شود و اپراتور بسته، یک اتساع است که با یک دنبال می

 شود.سایش دنبال می

 رنگی تصاویر به مورفولوژی اپراتورهای توسعه منظوربه

است. پروفایل  شده ارائه متدولوژی چندین طیفی ابر و

باشد که در این روش ها میمورفولوژی یکی از این روش

                                                           
1 Erosion 
2 Dilation 

شوند، سپس استخراج می PCA 3های اصلیابتدا مولفه

ها که تصاویر خاکستری است روی هریک از مولفه

و بسته را با سایزهای مختلف المان  باز اپراتورهای

کنیم. هر مولفه اصلی به همراه ساختاری اعمال می

اپراتور بسته ،  nاپراتور باز و  nتصاویر حاصل از 

n2برداری دهند که آن را پروفایل بعدی تشکیل می1

-( محاسبه می4نامند و از رابطه )مورفولوژی می

 .[33]شود

 (4رابطه)

             n nMP x CP x  ,    ,  I x  ,    ,  OP x     

،4در رابطه ) ) nO P x  و nC P x  به ترتیب

تعداد  nو xپروفایل اپراتوز باز و بسته در پیکسل 

-تکرار اپراتورهای باز و بسته به ازای هریک از المان

های ی پروفایلهاس ساختاری است. مجموعه

های اصلی، پروفایل مولفه مورفولوژی حاصل از همه

دهند و از را تشکیل می 4گسترده شدهمورفولوژی 

 :[33]شود( محاسبه می0رابطه )

 (0رابطه)

              mPC PC
EMP x MP x  ,    ,  MP x 1 

های منتخب اولیه و تعداد ویژگی m(،0در رابطه)

-پروفایل مورفولوژی هریک از ویژگی ،MPمنظور از

های اولیه است. خصوصیات مکانی پروفایلهای منتخب 

مورفولوژی وابسته به المان ساختاری مورد استفاده 

                                                           
3 Principal component (PC) 
4 Expanded Morphological Profiles 
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ها است. برای مثال اگر یک خط برای ایجاد این پروفایل

پیکسل در جهتی خاص به عنوان المان ساختاری  nبا 

تواند ساختارهای خطی در استفاده شود، این المان می

بندی، استفاده ن جهت را حفظ کند. از نقطه نظر طبقهآ

 به )ایزوتروپیک(جاناز یک المان ساختاری همه

کند به همین دلیل در این اطلاعات بیشتری تولید می

تحقیق از المان ساختاری دیسکی که یک المان 

 شود.جانبه است استفاده میساختاری همه

 گابور -2-2-2

 از تصویر مختلف پردازش هایزمینه در گابور فیلترهای

 اثر شناسایی لبه، تشخیص بافت، بندیطبقه قبیل

 . فیلتر[28]اندشده استفاده تصاویر کدگذاری و انگشت

 چندگانه و خوب پذیریتفکیک خاصیت دلیل به گابور

های برای استخراج ویژگی فرکانس و مکان حوزه در

ایده  گیرد.بافت از تصاویر مورد استفاده قرار می

فیلترهای گابور براساس استخراج ساختارهای با جهت 

. فیلتر گابور در واقع [21]خطی در یک تصویر است

همان فیلتر گوسی است که به یک فرکانس مرکزی 

(U,V) های گابور یک سری انتقال یافته است. موجک

شوند. فیلترها هستند که از یک فیلتر مادر ساخته می

( در نظر 6را به صورت رابطه ) حال اگر این فیلتر مادر

از این فیلتر مادر برای تولید یک سری ، [28]بگیریم

های ها و جهتدر مقیاس s,dh(x,y)فیلترهای دیگر 

 .((8( و )0)رابطه) شودمختلف استفاده می

 

                                                               (6رابطه )  h
x y x y

x y
φ x, y exp πjU x

πσ σ σ σ

   
     
    

2 2

2 2

1 1
2

2 2
 

                                                                                                 (0رابطه )   , , φ X,Ys
s dh x y a 

                                                                                                               (8رابطه )
SN

hU
a

U

 
  
 

1
1

1

 

                                                                                                          (1رابطه ) 

 
 x

h

a ln

a U









1 4

2 1
 

                                                                           (17رابطه )

 

 
h x

y

h
d h x

ln
ln

U

ln
tan U

N U

 







 
  
 


  
  
    

2

2

4
4

2

4
2

2 2

 

                                                              (11رابطه )   cos sins

d d

d d
X a x x y y

N N

 
    

       
     

0 0 

                                                             (12رابطه )   sin coss

d d

d d
Y a x x y y

N N

 
    

        
     

0 0

} های بالادر رابطه , }ss N }و 1 , }dd N 1 

-فرکانس U1وhUهای مقیاس و جهت هستند، شاخص

و مرکز فیلتر  های مرکزی حداقل و حداکثر موردنظر

ضریب مقیاس باشد.می y0وx0مکانی در مختصات
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sa  مستقل شدن انرژی فیلتر از مقیاسنیز برایSN 

های گابور ایجاد شده برای پنج ( فیلتر4در شکل ) است.

مقیاس و چهار جهت در حوزه مکان نشان داده شده 

است. 

 

 
 [22]فیلترهای گابور ایجاد شده برای پنج مقیاس و هشت جهت: 3شکل 

اعمال فیلترهای گابور بر روی یک تصویر تک باند، برای 

dهر پیکسل  sN N آنجا از کند وویژگی تولید می 

 از معمولاً است، مختلط فیلترها این خروجی مقادیر که

 برای این، بر علاوه .شودیم استفاده آنها 1مقدار بزرگی

 کاهش نتیجه در و کلاسی درون واریانس کاهش

 به گاوسی گذر پایین فیلتر ی،بندطبقه اشتباهات

 .[28]شودیم اعمال بزرگ مقادیر

 الگویی دوتایی محلی -2-2-3

 است این عمده در استخراج بافت از تصاویر مشکل یک

 نظر از اغلب واقعی دنیای در موجود هایبافت که

 ظاهری شکل و مقیاس گیری،تغییرات در جهت

خاکستری در  . تغییر مقیاس[31]نیستند یکنواخت

 مهم دیگر نیز یک بحث نامنظم نوردهی مقابل

 محاسباتی پیچیدگی میزان این، بر علاوه [.31]است

 بالا بسیار شده پیشنهاد بافت هایروش از بسیاری

  است.

برای استخراج بافت توسط اوجلا و که  LBPروش 

شد، یک روش استخراج  معرفی (2772همکاران )

                                                           
1 Magnitude 

ویژگی غیر پارامتریک و بسیار قدرتمند است که به 

پذیری بالا، علت سادگی در محاسبات و قدرت تفکیک

 توزیع . در این رویکرد از[37]بسیار مورد توجه است

که در یک  های همسایهمقادیر خاکستری پیکسل

یک  ای از پیکسل مرکزی قرار گرفتند،محدوده دایره

که در مقابل تغییرات مقیاس  شودامتر محاسبه میپار

 مستقل از دوران نیز باحالت  .است خاکستری ثابت

در مقابل دوران که الگوها  از ثابت مجموعه ایجاد یک

قابلیت تشخیص این الگوها  LBPثابت هستند و اپراتور 

 . [31]شودرا در تصویر دارد ایجاد می

یک پیکسل با مقدار درجه  LBPبرای محاسبه اپراتور 

های همسایه و ابتدا باید تعداد پیکسل ،Cgخاکستری 

های همسایه بر روی آن قرار ای که پیکسلشعاع دایره

با  R و Pگیرند تعیین شود. بعد از تعیین دو پارامتر می

)در نظر گرفتن مختصات  برای پیکسل مرکزی  00,(

( 13)های همسایه از طریق رابطهمختصات دیگر پیکسل

-( نحوه قرارگیری پیکسل0شود. در شکل )تعیین می

های مختلف نشان داده شده های همسایه برای حالت

 است.

(      13رابطه)      R sin πp / P  ,  R cos πp / P 2 2 
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[32]( P,Rهای مختلف )برای حالت LBPهای همسایه در روش پیکسلنحوه قرارگیری : 5شکل 

های همسایه برای ایجاد پیکسل بعد از تعیین موقعیت

حالت تغییرناپذیری در مقابل مقیاس خاکستری، مقدار 

های همسایهدرجه خاکستری پیکسل

 g p   ,    ,  Pp   0 شود مرکزی کم میاز پیکسل  1

و براساس اختلاف به دست آمده یک برچسب صفر و 

گرفته  های همسایه در نظریک برای هرکدام از پیکسل

یاس خاکستری که در مقابل مق LBPشود. اپراتور می

 :[37]شودتعریف می (14ثابت هست به صورت رابطه)

(                                                                                            14رابطه) , 

P
p

P R p C

p

LBP S g g





 
1

0

2 

 که:

(                                                                                                       10رابطه) 
 ,         

 
 ,          

x
s x

x






1 0

0 0
 

   
 

 

-دهنده برچسب صفر و یک میهای سیاه و سفید به ترتیب نشانالگوی تغییرناپذیر در مقابل دوران. دایره 36: 6شکل 

 .[32]باشند

نیز از یک سری ناپذیری در مقابل دوران برای تغییر

-اند، استفاده می( نشان داده شده6الگوها که در شکل )

 17شود. مشاهدات نشان داده که این الگوها بیش از 

-در تصاویر را شامل می بافت موجود الگوهایی درصد

که در سطر اول . این الگوهای بنیادی [37]شوند

اند تحت عنوان الگوهای ( نشان داده شده6شکل)
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معرفی شدند زیرا همه آنها دارای ت )یونیفرم( یکنواخ

ای یکنواخت با کمترین انتقال مکانی ساختار دایره

براساس این ویژگی مشترک الگوهای  .[37]هستند

معرفی شده است که  Uیکنواخت، یک معیار یکنواختی 

ی مکانی از صفر به یک و بلعکس را برای هاتعداد انتقال

-( محاسبه می14الگوهای به دست آمده از رابطه )

و  "77777777". به عنوان مثال برای دو الگو [37]کند

برابر صفر است همچنین مقدار  Uمقدار  "11111111"

U  2برای هفت الگو دیگر سطر اول کمتر یا مساوی 

اقل چهار حد Uحالت دیگر مقدار  20است، اما در 

برای  U است. بر این اساس، الگوهای از تصویر که مقدار

آنها کمتر یا مساوی دو باشد الگوهای یکنواخت در نظر 

 شوند.گرفته می

که در مقابل مقیاس و دوران تغییرناپذیر  LBP اپراتور 

. [37]شودتعریف می (16صورت رابطه)به باشد 

مربوط به استفاده از روش الگوهای  riu2بالانویس

یکنواخت برای ایجاد تغییرناپذیری در مقابل دوران 

 است.

,                                                                      (16رابطه )

,

( ) ( )

P

p c P Rriu
P R p

s g g U LBP
LBP

P Otherwise






 

 





1

2
0

2

1

 

 که:

                       (10رابطه )         
P

P,R P C C p C p C

p

U  LBP     s g g  s g g       s g g  s g g  



 



       
1

1 0 1
1

 روش تحقیق -3

( نشان داده شده 0فلوچارت کلی تحقیق در شکل )

 پردازیم.است که در ادامه به توضیح هرکدام می

 تعداد یک تا باندها افزایش در تصاویر ابرطیفی با

-می پیدا افزایش هاکلاس پذیریتفکیک دقت مشخصی

-نمونه محدودیت علت به بعد به حدی یک از ولی کند،

 آماری پارامترهای برآورد دقت کاهش و آموزشی های

کند به همین دلیل از می پیدا کاهش بندیدقت طبقه

های استخراج ویژگی برای کاهش بعد تصاویر روش

که یک روش  PCAشود. ابرطیفی استفاده می

ترین و در عین حال باشد یکی از سادهنشده مینظارت

های استخراج ویژگی است. در این مقاله ترین روشمهم

استفاده شده  PCAهای طیفی از برای استخراج ویژگی

مولفه اول که  Nاز  PCAاست. پس از اعمال تبدیل 

های درصد واریانس هستند به عنوان ویژگی 1/11دارای 

است. در این مقاله برای تولید طیفی استفاده شده 

ها مکانی سطح پایین از سه روش مورفولوژی، ویژگی

از آنجا که تولید این سه  شود.استفاده می LBPگابور و 

باعث افزایش بیش  PCAمکانی از تمام باندهای  ویژگی

بر شود و مشکلاتی نظیر زماناز حد تعداد باندها می

دلیل از سه شود، به همین شدن آموزش شبکه می

های مکانی برای استخراج ویژگی PCAمولفه اول 

( میزان وابستگی بین 8)شود. در شکلاستفاده می

های طیفی و مکانی استخراج شده برای دو داده ویژگی

همانطور  ابرطیفی نشان داده شده است. در این شکل

های شود برای مناطق خارج از محدودهکه مشاهده می

های یک زان وابستگی بین ویژگیمشخص شده که می

دهد میزان های دیگری را نشان میروش با روش

های طیفی و وابستگی بسیار کم است در نتیجه ویژگی

اما برای چهار  باشند؛مکانی تولید شده از هم متمایز می

محدوده مشخص شده که به ترتیب میزان وابستگی 

، PCAهای های تولید شده از روشبین خود ویژگی

دهد در بین را نشان می LBPمورفولوژی، گابور و 

میزان وابستگی بالا است و از آنجا که  LBPهای ویژگی

 LBPهای بر روی ویژگی PCAکاهش ویژگی  روش

بندی شد در تحقیق از کل باعث کاهش دقت طبقه
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 1400تابستان  شماره دوم   ال نهمس

بندی استفاده شد. پس از برای طبقه LBPهای ویژگی

ها در ترکیبات ژگیهای مکانی، این ویویژگیتولید 

قرار  PCAهای مستخرج از تبدیل گوناگون کنار ویژگی

ها چینشوند. خطمی 3D-CNNگیرند و وارد شبکه می

های مکانی هم به این معنی است که هریک از ویژگی

توانند در بردار ادغام حضور داشته باشند هم خیر. می

های طیفی به تنهایی سازی ویژگیدر مرحله دیگر پیاده

شوند و نتایج این قسمت با می 3D-CNNوارد شبکه 

 شود.مکانی مقایسه می_های متفاوت طیفیحالت

  

 
 : فلوچارت کلی تحقیق7 شکل

های عصبی یک موضوع مهم در استفاده از شبکه

معماری شبکه مورد استفاده است. در طراحی معماری 

CNN عمق شبکه: 1اند از: سه پارامتر مهم عبارت )

های کانولوشن مورد استفاده در منظور تعداد لایه

 1ویژگیهای ( تعداد نقشه2باشد. معماری شبکه می

( اندازه داده ورودی. در این تحقیق 3لایه کانولوشن 

های انجام شده برای تعیین این سه باتوجه به آزمایش

                                                           
1 Feature maps 

( استفاده 1پارامتر، از ساختار نشان داده شده در شکل)

( شبکه مورد استفاده دارای سه 1کنیم. طبق شکل)می

، ReLUساز سازی و تابع فعاللایه کانولوشن، لایه نرمال

دو لایه ادغام با عملگر ماکزیمم و یک لایه کاملاً متصل 

 باشد. می
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های های طیفی و مکانی استخراج شده برای: الف( دانشگاه پاویا ب( ایندین پاین. محدوده: میزان وابستگی بین ویژگی2 شکل

 است. LBP، مورفولوژی، گابور و PCAهای مشخص شده به ترتیب مربوط به ویژگی

 

 
 مورد استفاده در این تحقیق  CNN: ساختار 9 شکل

 N ×در این معماری داده ورودی به شبکه دارای ابعاد 

-تعداد باندهای تصویر ورودی می Nاست که  1  ×1

های باشد. ابعاد کرنل مورد استفاده در تمامی لایه

است. در لایه کانولوشن برای  3 × 3کانولوشن و ادغام، 

 Paddingها از تکنیک جلوگیری از دست رفتن لبه

تکنیک یک سری سطر و ستون استفاده شد. در این 

صفر متناسب با اندازه کرنل مورد استفاده به مرز تصویر 

 Paddingاز تکنیک های ادغام شود، اما در لایهاضافه می

های خروجی پس از سایز دادهدر نتیجه استفاده نشد 

-محاسبه می (18مال کرنل لایه ادغام از رابطه)اع

دهنده گام نشان که stride (،18در رابطه ).]41[شود

باشد در هر دو جهت برابر یک درنظر حرکتی کرنل می

سایز کرنل مورد استفاده برای لایه qوpگرفته شد.

-لایه ادغام می هم اندازه داده ورودی به nوmادغام،

،17باشند. در شکل) )FMهای تعداد نقشه ویژگی

 سه ازکه  باشدتولید شده به وسیله لایه کانولوشن می

های ورودی به عنوان تعداد نقشه تعداد باندهای برابر

شده است.  استفاده های کانولوشنویژگی در لایه

متصل های موجود در لایه کاملاً تعداد نورونهمچنین 

 ها در نظر گرفتیم.را برابر تعداد کلاس
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                                                  (18رابطه )      
*

m p Padding n q Padding

Stride Stride

        
       

   

2 2
1 1

 نتایج تجربی و بحث -3

های مورد استفاده در این این قسمت ابتدا داده در

سازی ارائه تحقیق معرفی شده و در ادامه نتایج پیاده

شود. در بحش پایانی نیز به مقایسه نتایج این می

-تحقیق با چند تحقیق جدید و پیشرفته پرداخته می

 شود.

 های مورد استفادهداده -3-1

تصویر اخذ  ی مورد استفاده در این پژوهشاولین داده

از منطقه  AVIRISی هوابرد شده توسط سنجنده

ایندین پاینس در شمال غربی منطقه ایندیانا در ایالات 

است. این  1112ژوئن  12متحده آمریکا در تاریخ 

140متر دارای ابعاد  27تصویر با حد تفکیک مکانی  ×

 0/2تا  4/7باند طیفی در محدوده  224پیکسل و 140 

سوم نانومتر است. حدود دو 17پهنای باند میکرومتر با 

سوم آن را جنگل و این تصویر را مناطق کشاورزی و یک

گیاه در برگرفته است، همچنین در این تصویر نواحی 

های ساختمانی، خط ریل و دو اتوبان دو لایه و جاده

باند در  24خورد. با حذف کوچکی نیز به چشم می

مانده باند باقی 277یه های جذبی بخار آب از بقمحدوده

های این پژوهش استفاده شده است. این در پردازش

منطقه شامل شانزده کلاس از گیاهانی نظیر ذرت، 

های سویا، علف، گندم و غیره است. در این تصویر گونه

مختلف گیاهی با امضاهای طیفی نزدیک به هم از 

بندی را های ذرت و سویا وجود دارد که کار طبقهکلاس

کند. این تصویر به طور کلی ابعاد بزرگی شکل میم

های مختلف زمینی بسیار ندارد و فاصله مکانی پوشش

ها مانند کلاس بر این در برخی کلاسکم است. علاوه 

ها ها بسیار کم و در برخی کلاستعداد پیکسل 1یونجه

ها بسیار زیاد است. های سویا تعداد پیکسلمانند کلاس

بندی این داده در ی که ذکر شد طبقهبا توجه به نکات

برانگیز بوده است و علت سنجش از دور همیشه چالش

انتخاب داده ایندین در این تحقیق بررسی کارایی 

NCC بندی این داده است. یک در افزایش دقت طبقه

ترکیب رنگی کاذب و نقشه حقیقت زمینی این داده که 

تهیه  توسط آزمایشگاه سنجش از دور دانشگاه پردو

 ( نشان داده شده است.17شده است در شکل )

از شمال ایتالیا و  Rosis 3تصویر دوم توسط سنجنده 

617دانشگاه پاویا در ابعاد  × پیکسل اخذ شده  347

باند طیفی در  110ای مذکور دارای است. سنجنده

 12نانومتر است. پس از حذف  867تا  437محدوده 

نده در این تحقیق ماباند باقی 173باند نویزی از 

 3/1استفاده شده است. حد تفکیک مکانی این تصویر 

کلاس اطلاعاتی مانند آسفالت، سایه،  1متر و دارای 

بندی این تصویر به باشد. طبقهخاک لخت و غیره می

های پیچیده شهری و نواحی تودرتوی علت وجود کلاس

برانگیز است. تصویر با ترکیب رنگی کاذب مکانی چالش

دهنده نقشه حقیقت زمینی این داده که نشانو 

( نشان داده 11ها هست در شکل )پراکندگی کلاس

 شده است.

 

                                                           
1 Alfalfa 
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 : تصویر رنگی کاذب و نقشه حقیقت زمینی داده ایندین پاینس 12شکل 

 
تصویر تصویر رنگی کاذب و نقشه حقیقت زمینی داده دانشگاه پاویا: 11شکل 

 سازیملاحظات پیاده -3-2

 2018bافزار متلب های این مقاله در نرمسازیکلیه پیاده

 ®Intelدر سیستم کامپیوتری با مشخصات سی پی یو 

 i5 TMCore  برای بخش  انجام شد.گیگابایت  8و رم

CNN کدهای موجود در تولباکس  ازDeep-learning 

های متلب استفاده شده است. به علت تاثیر تعداد نمونه

و  %0های عصبی در این مقاله آموزشی در نتایج شبکه

 %0و  %1تصویر ایندین،  حقیقت زمینی برای 17%

حقیقت زمینی هم برای تصویر پاویا به طور تصادفی به 

عنوان نمونه آموزشی هر کلاس انتخاب شدند و الباقی 

های تست های حقیقت زمینی به عنوان نمونهپیکسل

. از دو بندی انتخاب شدندبرای ارزیابی نهایی دقت طبقه
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که از  (K) 2و ضریب کاپا (OA) 1پارامتر آماری دقت کلی

شوند برای ارزیابی عملکرد ماتریس ابهام استخراج می

به منظور بررسی روابط این )شبکه استفاده شده است 

 (.]30 [ها رجوع شود بهروش

های ، بردارCNNدر این مقاله ورودی شبکه 

های باشد که برای استخراج این ویژگیمکانی می_طیفی

 شود.رهای زیر استفاده میطیفی و مکانی از پارامت

تر عنوان شد به های طیفی: همانطور که پیشویژگی( 1

دلیل وجود باندهای همبسته و اضافی در تصاویر 

کاهش ابعاد استفاده شد برای  PCAابرطیفی، از تبدیل 

درصد واریانس  1/11مولفه اول آن، که شامل  nو 

های طیفی انتخاب تجمعی بودند به عنوان ویژگی

شدند. در تصویر ایندین پاینس ابعاد ویژگی طیفی 

PCA، 61  باند می 10باند و در تصویر دانشگاه پاویا-

 .باشد

ها در هر های مورفولوژی: برای تولید پروفایلپروفایل( 2

دو داده از عملگرهای مورفولوژی باز کردن و بستن با 

های ازهبازسازی المان ساختاری دیسک شکل با اند

 r , , , , 3 6 9  شود. این مقادیر براستفاده می 30

های اساس تجربه و خطا تعیین شده است. تعداد ویژگی

هر دو  PCAتولید شده در این روش برای سه باند اول 

 باند است. 63داده، 

های گابور های گابور: به منظور تولید ویژگیویژگی( 3

dN، از ]20[با توجه به تحقیقات انجام شده در   4،

sN  6 ،41/7 =hU  1= 71/7وU شود. استفاده می

های گابور تولید شده برای سه باند اول تعداد ویژگی

PCA  ،باند است. 02هر دو داده 

در روش استخراج ویژگی مکانی : LBPهای ویژگی( 4

LBP کنیم. در روش استفاده می ما از حالت یکنواخت

LBPهای همسایه دو پارامتر ، شعاع و تعداد پیکسل

باشند. این پارامترها براساس تجربه و خطا مهم می

تعیین شدند که بر این اساس برای داده ایندین از شعاع 

                                                           
1 Overall accuracy (OA) 
2 Kappa coefficient 

دانشگاه پاویا یک و هشت پیکسل همسایه و برای داده 

شود. نیز از شعاع یک و چهار پیکسل همسایه استفاه می

به  LBPهای مکانی استخراج شده از روش ابعاد ویژگی

 100برای داده ایندین پاینس  PCAازای سه باند اول 

 .استباند  40باند و برای داده پاویا 

 آنالیز نتایج -3-3

 قابلیت همانطور که اشاره شد هدف از این مقاله بررسی

CNN بندی تصاویر ابرطیفی و پیشنهاد شده در طبقه

های مکانی سطح پایین همچنین بررسی تاثیر ویژگی

استخراج شده از چندین روش تولید ویژگی مکانی در 

باشد. به همین منظور، پیشنهاد شده می CNNنتایج 

های پس از تعیین معماری شبکه و استخراج ویژگی

 در ترکیبات مختلف کنار ویژگیها مکانی، این ویژگی

گیرند و بردار قرار می PCAطیفی مستخرج از تبدیل 

شود. نتایج حاصل از می CNNمکانی حاصل وارد _طیفی

بندی برای داده ایندین پاین و دانشگاه پاویا در طبقه

 ( نشان داده شده است.2( و )1جداول )
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 بندی برای داده ایندین پایندقت طبقه: 1 جدول

داده 

 آموزشی

 𝐒𝐕𝐌  𝐊𝐍𝐍  𝐂𝐍𝐍 های ورودیویژگی         

OA K  OA K  OA K 

 LDA 11/02 34/61  60/03 47/61  93/63 93/92 

 PCA 07/03 82/61  16/61 36/00  93/65 92/72 

 PCA + MP 63/10 12/10  71/81 00/80  95/72 95/19 

 PCA + Gabor 02/03 82/61  16/61 36/00  93/29 92/15 

0%  PCA + LBP 60/04 14/07  74/64 40/00  96/16 95/63 

 PCA +  MP +  Gabor 63/95 12/95  71/81 00/80  14/38 13/01 

 PCA +  MP +  LBP 63/10 12/10  71/81 00/80  96/37 95/27 

 PCA +  Gabor +  LBP 60/04 14/07  74/64 40/00  96/36 95/26 

 PCA +  MP +  Gabor
+ LBP 

63/10 12/10  71/81 00/80  96/29 96/35 

 LDA 03/07 61/82  04/04 07/83  92/37 92/15 

 PCA 03/81 07/74  61/16 00/36  92/23 92/22 

 PCA + MP 18/70 10/08  12/07 12/00  92/61 92/31 

 PCA + Gabor 87/63 00/12  66/00 61/38  97/95 97/66 

17%  PCA + LBP 82/17 87/01  66/62 61/40  92/33 92/22 

 PCA +  MP +  Gabor 18/70 10/08  13/07 12/00  92/52 92/32 

 PCA +  MP +  LBP 18/70 10/08  13/07 12/00  92/93 92/72 

 PCA +  Gabor +  LBP 82/17 87/01  66/62 61/40  92/95 92/22 

 PCA +  MP +  Gabor
+ LBP 

18/76 10/01  13/07 12/00  99/19 99/27 

 بندی برای داده دانشگاه پاویا: دقت طبقه 2جدول

داده 

 آموزشی

 𝐒𝐕𝐌  𝐊𝐍𝐍  𝐂𝐍𝐍 های ورودیویژگی         

OA K  OA K  OA K 

 LDA 80/82 87/10  84/00 08/13  92/13 29/32 

 PCA 81/01 86/10  01/31 01/46  95/52 93/12 

 PCA + MP 10/34 16/61  14/32 12/40  97/66 96/91 

 PCA + Gabor 81/01 86/10  01/31 01/46  93/99 92/23 

1%  PCA + LBP 17/47 80/17  01/43 01/03  95/17 93/62 

 PCA +  MP +  Gabor 97/33 96/69  14/32 12/40  10/23 16/33 

 PCA +  MP +  LBP 10/34 16/61  14/32 12/40  97/92 97/22 

 PCA +  Gabor +  LBP 17/47 80/17  01/43 01/03  95/13 93/62 

 PCA +  MP +  Gabor
+ LBP 

10/34 16/61  14/32 12/40  92/12 97/32 

 LDA 86/24 61/82  80/21 82/84  97/25 96/36 

 PCA 13/77 17/66  83/02 00/07  99/29 92/22 

 PCA + MP 18/00 18/43  18/78 10/46  99/66 99/55 

 PCA + Gabor 13/77 17/66  83/02 00/07  99/32 99/27 
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0%  PCA + LBP 14/31 12/02  83/13 00/11  99/57 99/33 

 PCA +  MP +  Gabor 18/00 18/43  18/78 10/46  99/72 99/63 

 PCA +  MP +  LBP 18/00 18/43  18/78 10/46  99/25 99/22 

 PCA +  Gabor +  LBP 14/31 12/02  83/13 00/11  99/62 99/52 

 PCA +  MP +  Gabor
+ LBP 

18/00 18/43  18/78 10/46  99/92 99/26 

( 2( و )1های به دست آمده در جداول )با توجه به دقت

توان به برای دو داده ایندین پاین و دانشگاه پاویا می

 نتایج زیر رسید:

های بالای حاصل شده اولین موضوع مربوط به دقت .1

-بندیپیشنهاد شده نسبت به دو طبقه CNNاز 

باشد که لزوم می KNNو  SVMکننده مرسوم 

 بندی تصاویراستفاده از این روش را در طبقه

های دهد. همانظور که از دقتابرطیفی نشان می

 CNNبینیم ( می2( و )1تولید شده در جدول )

و  های طیفیمورد استفاده در همه حالت

های بسیار خوبی منجر شده مکانی به دقت_طیفی

بجز حالتی که از  KNNو  SVM است اما دو روش

ویژگی مکانی مورفولوژی استفاده شده است در 

-پیشنهاد شده، دقت CNNها نسبت به بقیه حالت

 اند.تری تولید کردههای بسیار پایین

های نکته دیگر مربوط به بررسی تاثیر تعداد نمونه .2

. نتایج است CNNبندی آموزشی بر نتایج طبقه

تولید شده برای دو حالت نمونه آموزشی متفاوت 

همانند دو روش  CNNدهد که روش نشان می

SVM  وKNN های آموزشی وابسته به تعداد نمونه

های آموزشی به طور است و با افزایش تعداد نمونه

 کند. قابل توجهی دقت آن افزایش پیدا می

موضوعات اصلی که در این تحقیق مورد  یکی از  .3

از اطلاعات مکانی  استفادهبررسی قرار گرفت تاثیر 

گوناگون در کنار اطلاعات طیفی بود. برای بررسی 

های مکانی سطح پایین این موضوع از ویژگی

 LBPاستخراج شده از سه روش مورفولوژی، گابور و 

 PCAدر ترکیبات مختلف کنار ویژگی طیفی 

های تولید شده شد. همانظور که از دقتاستفاده 

مکانی _های متنوع طیفیبرای حالت طیفی و حالت

های مکانی سطح پایین بینیم، با افزودن ویژگیمی

 CNNبندی با های طیفی، دقت کلی طبقهبه ویژگی

کند. در پیشنهاد شده بهبود قابل توجهی پیدا می

 Z این قسمت برای برسی بهتر این موضوع از آماره

-بندی بین دو روش میکه برای مقایسه نتایج طبقه

به صورت مقابل تعریف  Zباشد استفاده شد. آماره 

شود: می   
/

ij ij ji ij jiZ n n / n n  
1 2

، در 

باشد که در های تستی میتعداد نمونهijnاین رابطه 

اشتباه  jاند ولی در بندی شدهدرست طبقه iروش 

Zijاگر  Zاند و بلعکس. در آمار بندی شدهطبقه >

و در  است jبهتر از  iبندی باشد نتایج طبقه 0

|Zij| 16/1حالتی که  اختلاف بین دو روش قابل  <

مقادیر محاسبه شده برای  .]43[باشدمی 1توجه

و آنالیز مولفه  PCAبین دو ویژگی طیفی  Zآماره 

مکانی که از کل _حالت طیفی با 2(LDA)خطی

شود های مکانی استخراج شده استفاده میویژگی

( نشان داده شده است. همانطور که از 3در جدول )

بینیم در هر دو حالت مقادیر محاسبه شده می

بندی ی، اختلاف بین نتایج طبقهآموزشنمونه 

با نتایج  CNNمکانی محاسبه شده از روش _طیفی

و  PCAهای طیفی ویژگی برای CNNبندی طبقه

                                                           
1 Significant 
2 Linear Discriminant Analysis 
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LDA باشد و این موضوع لزوم بسیار قابل توجه می

های مکانی سطح پایین در کنار استفاده از ویژگی

 دهد.را نشان می CNNهای طیفی، در ویژگی

( این است که 2( و )1)در نتایج جداول  دیگرنکته  .4

و در داده  LBP مکانی داده ایندین پاین ویژگی در

-قوی ویژگی مکانی مورفولوژی ویژگی دانشگاه پاویا

 CNN از استفاده با هاداده این بندیطبقه برای تری

یکی از علل اصلی افزایش  ازآنجایی که هستند.

ابعاد داده  CNN بندیطبقهزمان پردازش در 

استفاده از این با تنها توان باشد، میورودی می

علاوه بر  PCAها در کنار ویژگی طیفی ویژگی

 رقابت قابل نتایج گیر زمان پردازش بهچشمکاهش 

های مکانی در کنار ویژگی تمامبا حالتی که از 

 .، رسیداستفاده شود PCA طیفی هایویژگی

نتایج نسبتاً ضعیف تولید  یک موضوع مهم دیگر .0

شده از ویژگی گابور نسبت به دو ویژگی مورفولوژی 

-. همانطور که در بحث تولید ویژگیاست LBPو 

های گابور کانی اشاره شد برای تولید ویژگیهای م

شود که این فیلتر هر از یک فیلتر مادر استفاده می

بار در یک جهت و مقیاس متفاوت بر کل تصویر 

موجود در آن های تواند ساختاراعمال شده و می

جهت را حفظ کند و اطلاعات ضعیفی از دیگر 

-3D چون درکند. ها تولید میها و جهتمقیاس

CNN باشد، ها نیز مهم میروابط مکانی بین پیکسل

بندی حاصل از ویژگی گابور در نتیجه نتایج طبقه

های ویژگیکه  LBPمورفولوژی و نسبت به دو روش 

کنند، ها استخراج میمکانی را در همه جهت

  .استتر ضعیف

 
مکانی که _با حالت طیفی LDAو  PCAهای طیفی برای ویژگی CNNبندی حاصل از بین نتایج طبقه 𝐙محاسبه آماره : 3 جدول

 کندهای مکانی استفاده میاز کل ویژگی

بندی در حالت های حاصل از طبقه( نقشه12در شکل)

برای هر دو داده ابرطیفی در کنار نمونه آموزشی کمتر 

تصاویر حقیقت زمینی نشان داده شده است. همانطور 

بندی شده مشهود است با افزودن های طبقهکه از نقشه

اطلاعات مکانی سطح پایین استخراج شده از سه روش 

به اطلاعات  LBPهای مورفولوژی، گابور و پروفایل

بندی قههای طب، نقشهPCAطیفی مستخرج از تبدیل 

باشند که حاصل دارای نویز کمتری نسبت به موقعی می

بندی تصاویر استفاده های طیفی در طبقهفقط از ویژگی

 شود.
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مکانی )روش پیشنهادی( _های طیفیبندی با ویژگی)ب( طبقه  )الف( تصویر حقیقت زمینی   داده ایندین پاین  -  -12شکل 

   )پ(های طیفی ی با ویژگیبندطبقه   دانشگاه پاویا   تصویر حقیقت زمینی )ت(  طبقه )های بندی با ویژگی)ث

 های طیفیی با ویژگیبندطبقه)ج(  مکانی )روش پیشنهادی( _طیفی

 های دیگرمقایسه با روش -3-3

 جایگاه روش پیشنهادی در این تحقیق، برای تشخیص

 دیگر نتایج حاصل شده با چند روش یادگیری عمیق

  اند از:ها عبارت. این روشمقایسه شده است

1) EPF1 ابتدا تصویر ابرطیفی به کمک : در این روش

بندی طبقه SVMبندی کننده مانند یک طبقه

بندی احتمالی های طبقهشده، سپس بر روی نقشه

به دست آمده یک فیلترینگ حفظ حاشیه مانند 

                                                           
1  Edge-preserving filters 

 نقشه طبق نهایت، شود. درفیلتر گاید اعمال می

 اساس بر پیکسل هر کلاس شده، فیلتر احتمالات

 .]36 [شودیم انتخاب احتمال حداکثر

2) R-VCANet: های استخراج ویژگی این روش برای

-Rعمیق از تصاویر ابرطیفی طراحی شده است. 

VCANet تر ای بسیار سادهدارای ساختار شبکه

باشد و چون های عمیق مینسبت به دیگر روش

 به VCA2های کرنل کانولوشن از طریق پارامتر

                                                           
2 Vertex component analysis  
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آیند پس به تعداد نمونه آموزشی کمتری دست می

 . ]30[برای آموزش احتیاج دارند

3) GFDN:  در روشGFDN
های گابور ویژگی ابتدا 1

استخراج شده سپس این  PCAبرای سه مولفه اول 

های طیفی قرار گرفته و ها در کنار ویژگیویژگی

 SAEمکانی حاصل وارد شبکه عمیق _بردار طیفی

 .]38[شودمی

4) RPNet : روشRPNet  یک روش جدید یادگیری

تصادفی های باشد که در این شبکه، تکهعمیق می

انتخاب شده از تصویر و بدون هیچ آموزشی به 

شوند های کانولوشن در نظر گرفته میعنوان کرنل

ها برای استخراج ویژگی بر روی تصاویر و این کرنل

 .]31[شونداعمال می

0) HybridSN:  روشHybridSN  2از ترکیبD-CNN 

کند. در این روش ابتدا به استفاده می 3D-CNNبا 

های مکانی عمیق ویژگی 2D-CNNکمک 

ها در کنار شوند و سپس این ویژگیاستخراج می

-شده و طبقه 3D-CNNهای طیفی وارد ویژگی

 .]47[شود.بندی انجام می

نتایج مقایسه میان این تحقیقات و روش پیشنهادی در 

( نمایش داده شده است. باید توجه داشت که 4جدول )

-Rنتایج گزارش شده در این جدول برای سه روش 

VCANet ،GFDN و HybridSN  از مقالات بالا استخراج

باشد که در این جاهای خالی به این علت میاند و شده

ندی در مقالات گزارش نشده بتعداد نمونه دقت طبقه

با توجه به مقالات  RPNet و EPFدو روش اما  است،

 اند.سازی شدهمربوط پیاده

دهد که نتایج الگوریتم پیشنهادی نشان می (4)جدول

باشد. علت این ها میدارای برتری نسبت به دیگر روش

تواند به علت معماری جدید در نظر گرفته برتری می

 مکانی هایهمچنین ادغام ویژگیو  CNN شده برای

                                                           
1 Gabor filtering and deep network 

های طیفی در بردار گوناگون با اطلاعات مکمل و ویژگی

ورودی باشد. یک پارامتر مهم دیگر برای مقایسه بین 

باشد. به بندی، زمان اجرا پردازش میهای طبقهروش

بندی عنوان مثال زمان سپری شده برای انجام طبقه

روش پیشنهاد نمونه آموزشی و  %17داده ایندین با 

باشد ولی ثانیه می 1377شده در این تحقیق تقریباً 

که در سیستمی مشابه  RPNet و EPFبرای دو روش 

ثانیه است. در  176و  020سازی شدند به ترتیب پیاده

شوند ولی نتیجه این دو روش در زمان کمتری اجرا می

 21/1دار نکته مهمی که وجود دارد تفاوت معنی

بندی روش پیشنهادی با روش هدرصدی دقت طبق

RPNet  درصدی با روش  86/0وEPF  که باعث است

شود روش پیشنهادی همچنان پیشرو باشد. البته می

باید به این نکته نیز اشاره شود که یکی از علل اصلی 

های افزایش زمان در روش پیشنهادی تعداد ویژگی

توان مثلاً برای داده به همین دلیل می استورودی 

در کنار ویژگی که  ایندین فقط از ویژگی مورفولوژی

رسد و بهتر از دقت می 61/18طیفی به دقت کلی 

باشد، استفاده کرد و زمان می RPNet و EPFهای روش

 ثانیه کاهش داد. 240پردازش را به 
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 های رقیببا روش روش مورد استفاده در این پژوهش مقایسه :3جدول 

داده 

 ابرطیفی

داده 

 آموزشی

 بندینتایج طبقه

EPF R-VCANet GFDN RPNet HybridSN Proposed 

نایندین پای  
0%  80/22 10/18 --- 10/46 --- 96/29 

17%  11/33 10/17 --- 10/06 18/31 99/19 

دانشگاه 

 پاویا

1%  10/02 16/00 12/32 10/01 --- 92/12 

0%  18 --- 14/07 18/88 --- 99/92 

 گیری و پیشنهاداتنتیجه -5

هها انجهام شهده یهک     باتوجهه بهه آزمهایش    در این مقاله

ههای عصهبی پیچشهی    ی جدید از شبکهبعدسهمعماری 

بندی تصاویر ابرطیفی ارائهه شهده اسهت کهه     برای طبقه

شامل سه لایه کانولوشن، دو لایه ادغام و یک لایه کاملاً 

بنههدی دو . از روش پیشههنهادی در طبقهههاسههتمتصههل 

تصویر ابرطیفی واقعی یکی از منطقه کشاورزی بها حهد   

تفکیک مکانی متوسط و دیگری از یک منطقهه شههری   

بنهدی بهه   ج طبقهه با حد تفکیک بالا استفاده شهد. نتهای  

پیشهنهاد شهده بهرای ایهن دو داده      CNNدست آمده از 

نسهبت بهه دیگهر     CNNبرتهری روش   ابرطیفی نشهان از 

دارد.  SVM و KNN بندی مرسوم ماننهد های طبقهروش

ههای  در بخش دیگر تحقیق برای بررسهی تهاثیر ویژگهی   

بنهدی، در ورودی  مکانی سهطح پهایین در نتهایج طبقهه    

CNN   ههای طیفهی از   عهلاوه بهر ویژگهی   پیشنهاد شهده

هههای مکههانی اسههتخراج شههده از سههه روش     ویژگههی

نیز استفاده شهد. بهرای     LBP مورفولوژی، فیلتر گابور و

ههای طیفهی بها    مقایسه نتایج به دسهت آمهده از ورودی  

استفاده شد.  Zمکانی از آماره _های متنوع طیفیورودی

دهههد کههه ورودی  خروجههی ایههن پههارامتر نشههان مههی   

بنهدی  مکانی باعث بهبود قابل توجه نتایج طبقهه _طیفی

CNN  شهوند کهه در   پیشنهاد شده نسبت به حالتی مهی

همچنهین  ورودی فقط از ویژگی طیفی اسهتفاده شهود.   

بندی بها  عملکرد روش پیشنهادی در افزایش دقت طبقه

بندی دیگر مقایسهه شهد کهه نتهایج     چندین روش طبقه

-دیگهر روش  نشان از برتری روش پیشنهادی نسبت بهه 

تهرین رقیهب روش   باشهد. جهدی  بنهدی مهی  های طبقهه 

در نظر گرفهت کهه    RPNetتوان روش پیشنهادی را می

بندی با روش پیشهنهادی در بهتهرین حالهت    دقت طبقه

تهوان  در تحقیقات آتی می درصد از آن بیشتر است. 0/2

طیفهی، مکهانی و    ههای های دیگر استخراج ویژگیروش

ههای  را به منظور رسیدن به دقهت ها ترکیب این ویژگی

-مدنظر داشت. علاوه بر این چون شهبکه  CNNبالاتر در 

-های عصبی پیچشی یهک روش نهوین در بحهث طبقهه    

توانهد تحقیقهات   باشهد، مهی  بندی تصاویر ابرطیفهی مهی  

های نوین ای در موارد مختلف مانند ارائه روشیگسترده

موارد و  برازشدر بحث آموزش شبکه، حل مشکل بیش

   مختلف انجام شود.
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Abstract 

Hyperspectral images are useful in monitoring the Earth surface phenomena due to the acquisition of large 

number of spectral bands. Hyperspectral image classification is the most important field of the hyperspectral 

data processing, and so far, there have been many attempts to increase its accuracy. Convolutional neural 

networks (CNNs) and spatial features have had a great role in improving the accuracy of the hyperspectral 

image classification in recent years. In the previous researches not much attention has been paid to the 

simultaneous use of the capabilities of the low spatial feature deriving methods in convolutional neural networks. 

For this reason, in the present paper, a new architecture of convolutional neural networks is introduced for the 

classification of hyperspectral images that uses the different combinations of spectral features and spatial 

features which are derived from morphological profiles, Gabor filter and local binary pattern (LBP) as input 

vectors to the proposed CNN. The experiments which are conducted on two real hyperspectral images from 

agricultural and urban areas, show the superiority of the proposed method (about 2.5%) in comparison to some 

recent spatial-spectral classification methods.  

 

Key words: Hyperspectral image classification, convolutional neural networks, morphological profiles, Gabor 

filter, local binary pattern. 
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