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 چکیده

جهانی شناخته شده است که شامل روند گسترده شدن و الگوی گسترش است.  های گذشته، رشد شهری به عنوان یک پدیدهطی دهه

ریزی گیری در برنامهها و همچنین تصمیممنظور تجزیه و تحلیل کمّی آنتوان بهطور که شهرها به سرعت در حال تغییر هستند، میهمان

های حسگر غیر های اخیر در تصویربرداری و تکنولوژیبعدی استفاده کرد. پیشرفتهای دیجیتالی دوبعدی و سهشهری از مزایای مدل

تواند های سنجش از دوری شده است که میتصویربردار مانند سیستم تشخیص و ردیابی نور )لیدار( هوایی، منجر به ایجاد مقدار زیادی داده

بندی مجموعه داده ابر برای طبقه SVM-CRFیکرد نوین رو کار گرفته شود. هدف از این مقاله ارائهبعدی بهبعدی و سههای دوبرای تولید مدل

است. لازم به ذکر گرافیکی احتمالاتی  نسبت به دیگر رویکردهای موجود از جمله رویکردهایاین رویکرد  و مقایسه کارآیینقاط لیدار و تصویر 

ابلیت رویکرد مورد استفاده در این مقاله از مجموعه برای ارزیابی قاستفاده شد.  SVM-CRFبه عنوان بهینه ساز  SAاست که در این مقاله از 

بعدی تولید شده است؛ استفاده شد. بندی شهری و بازسازی ساختمان سهکه برای شهر وایهینگن و به منظور طبقه ISPRSمرجع  داده

و  CRFیگر تحقیقاتی که از روش را معرفی کرده بود در کنار دSVM-MRF رو که رویکرد همچنین نتایج تحقیق قبلی نویسنده مقاله پیش

با  CRF-SVMدهد که عملکرد روش نتایج این تحقیق نشان میاند، برای مقایسه بهتر نتایج آورده شده است. مجموعه داده مشابه استفاده کرده

 مشابه بهتر است.  بندی به کار رفته روی مجموعه دادهدرصد از سایر رویکردهای طبقه 28/9درصد و ضریب کاپا  91/20 دقت کلی
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 مقدمه -1

مندی مردم به مهاجرت به امروزه شهرنشینی و علاقه

شهرهای بزرگ در کشورهای در حال توسعه، سبب 

افزایش جمعیت و تغییرات وسیع مکانی در شهرها و 

[. شهرهای ایران نیز با سابقه 1حومه آنها شده است ]

فرهنگی از این قاعده مستثنی نیستند، کهن تاریخی و 

ربط از جمله وزارت های ذیلذا مدیران شهری در ارگان

های جدید، راه و شهرسازی، شرکت عمران شهر

ها و پلیس نیاز به اطلاعات دقیق و بروز از شهرداری

رشد افقی و عمودی شهرها برای مدیریت صحیح بر 

مدیریت ریزی اصولی برای روند رشد شهری و برنامه

[. تاکنون تحقیقات بسیاری در زمینه 2آنها دارند ]

های استخراج عوارض شهری صورت گرفته که در سال

زمان از اخیر تمرکز محققان بیشتر روی استفاده هم

های هوایی با ابر نقاط لیدار ای و عکستصاویر ماهواره

[. لیدار یک سنجنده فعال است که 5و  8، 3بوده است ]

های لیزر اقدام به جمع آوری از پالس با استفاده

-اطلاعات مورد نیاز از عوارض منطقه مورد مطالعه می

کند. در این تکنولوژی از سرعت نور و زمان رفت و 

ها برای محاسبه فاصله عوارض سطح برگشت پالس

. پیچیدگی [1]شود زمین از سنجنده استفاده می

ض شهری، وجود سایه عوار عوارض موجود در محیط

وهوایی در استخراج اطلاعات شهری و تأثیر شرایط آب

های هوایی، ماهیت تصادفی ابر نقاط بعدی از عکسسه

های عوارض لیدار، دشواری در شناسایی نقاط مرزی لبه

و تراکم کم نقاط لیدار در واحد سطح در استخراج 

بعدی از سنجنده لیدار از جمله مواردی اطلاعات سه

را به سمت استفاده همزمان از ابر است که این تحقیق 

و  0، 2، 7نقاط لیدار و تصاویر هوایی سوق داده است ]

19 .] 

 تحقیقات مرتبط -1-2

های اخیر بیشتر تحقیقات با تمرکز بر استفاده در سال

بندی اشیا های احتمالی نظارت شده برای طبقهاز روش

 شهری انجام شده است؛ زیرا این رویکردها در مقایسه با

رویکردهای مبتنی بر مدل، در تشخیص کلاس اشیا 

بندی تصاویر را های طبقه. روش[11]تر هستند منعطف

مبنا، زیرپیکسل مبنا، شئ گرا،  توان به انواع پیکسلمی

برمبنای زمینه و طبقه بندی وابسته به متن یا مفهومی 

[. در این بین، 11و  15، 18، 13، 12تقسیم کرد ]

بندی وابسته به متن به علت استفاده از های طبقه روش

اطلاعات مفهومی در کنار اطلاعات پیکسلی ابر نقاط 

های مخلوط در بندی پیکسلتری در طبقهقدرت بیش

های ناهمگن دارند و لذا موجب افزایش دقت محیط

و  29، 10، 12، 17، 11شوند ]ها میبندی کلاسطبقه

متن، روابط  های طبقه بندی وابسته به[. در روش21

بین اشیا در یک تصویر بیانگر اطلاعات مفهومی است 

هایی مانند میدان که درک آن برای کامپیوتر با روش

( و میدان تصادفی شرطی 1MRFتصادفی مارکوف )

(2CRFو سایر نسخه )های ترکیبی هریک از آنها امکان-

[. میدان تصادفی مارکوف حاصل تلفیق 15پذیر است ]

تواند اطلاعات طیفی احتمالات بوده و مینظریه گراف و 

[. برای 22هر پیکسل را با اطلاعات مکانی تلفیق کند ]

-بندی دادهبررسی تحقیقات انجام شده در زمینه طبقه

توان به تحقیق دیگری که می MRFهای لیدار به کمک 

توسط نویسندگان این مقاله منتشر شده مراجعه کرد 

ی میدان یم یافته[. میدان تصادفی شرطی تعم12]

که هدف از [. با توجه به این23تصادفی مارکوف است ]

، است CRFاین تحقیق ارائه یک رویکرد نوین مبتنی بر 

لذا در ادامه به برخی تحقیقات انجام شده در این زمینه 

 اشاره شده است. 

بندی ابر نقاط تاکنون تحقیقات مختلفی روی طبقه

دی وابسته به متن های طبقه بنلیدار به کمک روش

ها هر نقطه انجام شده است که در آن CRFمبتنی بر 

های به عنوان یک رأس و ارتباط بین نقطه و همسایه

همسایگی مشخص به عنوان یال در  آن در یک محدوده

. گراف مربوط به [25و  28، 23]نظر گرفته شده است 

توان در را نه فقط در سطح پیکسل بلکه می CRFروش 

                                                           
1 Markov Random Field 

2 Conditional Random Field 
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          ... ابههر بنههدی طبقههه بههرای SVM-CRF نههنی  رویکههر  ارائههه
 و همکاران فرزانه عقیقی

 

زمان از الاتر )اشیاء( تشکیل داد و به صورت همسطح ب

دو داده مکانی و توپولوژی به منظور استخراج اشیاء از 

1یک تصویر مبتنی بر شئ )
OBIA استفاده کرد. لیو و )

بندی نقاط به دو برای طبقه CRFهمکاران از روش 

. [21]زمین استفاده کردند -کلاس زمین و غیر

بندی به منظور طبقه CRFهمچنین هان و همکاران از 

ها به دو کلاس جاده و غیر جاده در یک صحنه پیکسل

توان به عنوان می CRF[. از 27پراکنده استفاده کردند ]

-پردازش و با هدف افزایش دقت طبقهروش پسیک 

ها نیز استفاده بندی دادهی بخشبندی پس از مرحله

های . همچنین با ترکیب دیگر روش[20و  22]کرد 

بندی را توان دقت طبقهمی CRFیادگیری ماشین با 

افزایش داد. در همین راستا نیمیر و همکاران با ترکیب 

RFهای تصادفی )رویکرد جنگل
رویکرد نوین  CRF( با 2

RF-CRF دقت روش  را معرفی کردند وRF-CRF  را

 GLM-CRFی با دو رویکرد بندی اشیاء شهربرای طبقه

(full)  وGLM-CRF (separate)  که در تحقیقات قبلی

 25، 28] خود معرفی و اجرا کرده بودند، مقایسه کردند

  [.39و 

بندهای مبتنی بر متن از بررسی منابع قدرت طبقه

بندی ابرنقاط لیدار و را در طبقه CRFو  MRFجمله 

و همچنین تحقیق پیشین  تصاویر هوایی نشان داد

-بهترین طبقهعنوان را به SVMنویسندگان این مقاله 

از میان دیگر رویکردهای  MRFبندی برای ترکیب با 

 Kبندی ابرنقاط و تصاویر هوایی از جمله رایج در طبقه

ترین همسایگی، درخت تصمیم، بیز ساده و اٌمین نزدیک

. به [31]معرفی کرده است شبکه عصبی مصنوعی 

همین دلیل در این مقاله برآن شدیم تا رویکرد نوین 

SVM-CRF بندی ابرنقاط لیدار و تصاویر را برای طبقه

های دیگر تکنیکهوایی معرفی و کارایی آن را با 

یادگیری ماشین به کار رفته در سایر تحقیقات با 

 مجموعه داده مشابه مقایسه کنیم.

                                                           
1 Object based image analysis 

2 Random Forest 

لازم به ذکر است که با توجه به بردار انرژی حاصل از 

ت از رویکردهای مبتنی بر متن، در بسیاری از تحقیقا

یک رویکرد بهینه ساز برای کاهش این سطح انرژی 

شبیه ساز شود. در این تحقیق از الگوریتم استفاده می

الگوریتم است. ( بدین منظور استفاده شده3SAتبرید )

SA ساده و  سازی فراابتکاریالگوریتم بهینه یک

در فضاهای  سازیمسائل بهینه اثربخش در حل

جستجوی بزرگ است. لذا تغییر و پیاده سازی آن برای 

. از به راحتی انجام پذیر بود SVM-CRFه ألحل مس

شود که این الگوریتم بیشتر زمانی استفاده می طرفی

های یک مانند پیکسل ؛فضای جستجو گسسته باشد

برای مسائلی که پیدا همچنین  تصویر و یا ابرنقاط لیدار.

کردن یک پاسخ تقریبی برای بهینه کلی مهمتر از پیدا 

کردن یک پاسخ دقیق برای بهینه محلی در زمان 

سازی شده ممکن محدود و مشخصی است، تبرید شبیه

گرادیان  نندها ماروش بقیهاست نسبت به 

. تمام موارد [33و  32] دارای ارجحییت باشد کاهشی

مذکور در فوق باعث شده است که بیشترین تعداد 

 استفاده کنند؛ با این  SAاز روش  CRFو  MRFمقالات 

وجود مقالات دیگری نیز وجود دارند که اقدام به 

سازی برای حل مسائل های بهینهاستفاده از سایر روش

MRF  وCRF  و یا مقایسه روشSA های با سایر روش

به دلیل  SA. در مجموع [38و  33]اند سازی کردهبهینه

در جواب محلی و  و نیفتادن Globalپیدا کردن جواب 

انتخاب شده  CRFو  MRFکارایی آن در حل  مسائل 

 است.

 کارروش -2

با توجه به پیچیدگی و تنوع ابر نقاط لیدار که ناشی از 

های نامنظم، تراکم مختلف، تنوع اشیاء و ... گیرینمونه

بندی ابر نقاط لیدار یکی از بندی و طبقهاست، بخش

-[. طبقه35آید ]شمار میهای فعال تحقیقاتی به زمینه

های یادگیری با ناظر است که برای بندی از جمله روش

                                                           
3 Simulated Annealing 
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است.  یادگیری مبتنی بر دو مرحله آموزش و آزمایش

های آموزشی آموزش، ساختار موجود در داده در مرحله

شوند؛ شناسایی و پارامترهای یادگیری تخمین زده می

وی شده رسپس در مرحله آزمایش ساختار شناخته

طور [. همان31شود ]سازی میهای آزمایشی پیادهداده

بندی به انواع های طبقهکه قبلا اشاره شد، روش

گرا، برمبنای زمینه و مبنا، شیمبنا، زیرپیکسلپیکسل

شود، بندی وابسته به متن یا مفهومی تقسیم میطبقه

های توان به روشترین آنها میکه از جمله معروف

ها . این روش[11]سته به متن اشاره کرد بندی وابطبقه

با این هدف که کامپیوتر نیز مانند انسان، مفهوم یک 

تصویر را از روی اشیاء موجود در تصویر و روابط بین 

ها اند؛ لذا در این روش ها درک کند، ایجاد شدهآن

علاوه بر استفاده از بردار ویژگی هر پیکسل، از بردارهای 

شود ن پیکسل نیز استفاده میهای آویژگی همسایه

ها، میدان . یکی از پرکاربردترین این روش[12و  15]

شرطی تصادفی است. بر همین اساس در این تحقیق از 

بندی اشیا منظور طبقهبه SVM-CRFرویکرد نوین 

شهری در پنج کلاس سطوح غیرقایل نفوذ، ساختمان، 

تا گیاهان با ارتفاع کم، درخت و ماشین استفاده شد 

بندی های طبقهبتوان کارایی این روش را با دیگر روش

انجام شده مقایسه کرد. لذا در ادامه به توضیح تفصیلی 

همچنین فلوچارت شود و پرداخته می CRF روش

 ( آورده شده است.1رو در شکل )رویکرد تحقیق پیش
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 میدان تصادفی شرطی -2-1

میدان  یافته(، تعمیمCRFشرطی )روش میدان تصادفی 

-تصادفی مارکوف بوده و یک مدل آماری محسوب می

شود که در یادگیری ماشین کاربرد داشته و زمینه 

کند که کاربرد سازی مفهوم محلی را فراهم میمدل

[. روش 23اصلی آن در یادگیری ساختاریافته است ]

CRF  مانندMRF های بدون جهت گراف به خانواده

 تعلق دارد که به صورت عمومی مشروط به همه

برای اولین بار توسط لفرتی و  CRFاست.  xمشاهدات 

گذاری یک رشته متن منظور برچسبهمکاران و به 

[. با این حال کومار و هبرت 37بعدی معرفی شد ]یک

گذاری تصویر استفاده کردند به منظور برچسب CRFاز 

[. 32کار بردند ]ی بهبعدهای دورا برای داده CRFو 

CRF بندی گذاری و بخشهمچنین به منظور برچسب

های نویزی، موفق بعدی، حتی با وجود دادههای سهداده

[. تحقیقاتی در سنجش از دور مبتنی 30کند ]عمل می

انجام شده اما کمتر به استفاده  CRFبر استفاده از مدل 

ت. برای نقاط ابری لیدار پرداخته شده اس CRFاز 

 [:37کند ]گونه تعریف میرا این CRFلفرتی 

𝐺فرض کنید  = (𝑁, 𝐸) که طورییک گراف باشد به

𝑦 = (𝑦𝑛)𝑛∈𝑁 رو باشد؛ از این𝑦  توسط رئوس𝐺  نشان

,𝑥)شود. در اینجا داده می 𝑦)  یک میدان تصادفی

اعمال   𝑥شرطی است به طوریکه اگر وقتی شرطی روی 

خاصیت همسایگی مارکوفی  از 𝑦𝑛شود، رأس تصادفی 

,𝑃(𝑦𝑛|𝑥طبق گراف  𝑦𝑤 , 𝑤 ≠ 𝑛) =

𝑃(𝑦𝑛|𝑥, 𝑦𝑤 , 𝑤~𝑛) کند. عبارت تبعیت𝑤~𝑛  به این

هستند. معادله کلی همسایه  𝐺در  𝑛و  𝑤معنا است که 

CRF 32( نوشت ]1توان به صورت رابطه)را می.] 

P(y|x)(                                                     1رابطه) =
1

Z(x)
exp(∑ Ai(x, yi)i∈S + ∑ ∑ Iij(x, yi, yj) j∈Nii∈S )

 به دنبال محاسبه CRFشود طور که مشاهده میهمان

تابع  Z(x)در این رابطه  است. P(y|x)احتمال پسین 

بندی است که به کمک آن مقادیر پتانسیل به بخش

,Ai(xشود. عبارت احتمال تبدیل می yi) گر بیان

های وابسته به داده است و برچسب 1پتانسیل وابستگی

,Iij(xکند و عبارت را محاسبه می yi, yj) گر بیان

ها گی تعامل برچسباست و چگون 2پتانسیل تعاملی

[. پتانسیل 32کند ]های ترکیبی( را محاسبه می)داده

,Ai(xوابستگی ) yi)احتمال اینکه گره ) i برچسب ،yi 

کند؛ ها محاسبه می x داشته باشد را با توجه به همه

  jو  iهای دو گره که پتانسیل تعاملی، برچسبدرحالی

کند. با توجه به توضیحات قبل، هر دو را تعریف می

پتانسیل به تمام اطلاعات تصویر دسترسی دارند. 

,Iij(xپتانسیل تعاملی  yi, yj) های فقط تابعی از برچسب

                                                           
1 Association potential 
2 Interaction potential 

در همسایگی محلی نیست، بلکه تابعی از  yjو  yiمجاور 

است که شاید  i گره همسایه Niاست.  xهای داده همه

توان هر دو ز این رو، میمربوط به کل تصویر باشد. ا

اطلاعات مفهومی محلی و عمومی را در مدل استفاده 

-و  کرد. این خصوصیت یک مزیت بزرگ برای تجزیه

ازدور است. بنابراین های سنجشتحلیل خودکار داده

CRF احتمال پسین  به دنبال محاسبهP(y|x)  از

 xهای داده همه مشروط به مشاهده yهای برچسب

توانند به یل وابستگی و پتانسیل تعاملی میاست. پتانس

به عنوان مثال، هوبرگ  های مختلف فرموله شوند.شیوه

بند با حداکثر احتمال استینر به کمک یک کلاسو راتن

,Ai(xبرای  yi)ترین برچسب را برای گره، محتمل i 

ها توان از سایر روشحال، می[. با این89تخمین زدند ]

استفاده کرد. در این تحقیق با توجه به نیز  SVMمانند 

[ بر روی همین مجموعه داده نشان 39اینکه مطالعه ]

-های بهبنددر مقایسه با بقیه طبقه SVMداد که روش 

پتانسیل  برای محاسبه SVMکار رفته کاراتر بوده، 

 وابستگی استفاده شد. 
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پشتیبان یک روش آماری غیر پارامتریک ماشین بردار 

-شمار میبندی با ناظر بههای طبقهزء روشاست که ج

-برای حل یک مسأله جدایی 1002در سال  SVMآید. 

منظور حل مسائل پذیر خطی معرفی شد، سپس به

کار گرفته شد و توانست جدایی ناپذیر خطی هم به

های پرت نشان دهد و عملکرد خوبی در برخورد با داده

مین بزند به خوبی پارامترهای دقیق و مناسب را تخ

 بدین منظور در این تحقیق از نسخه. [83و  82، 81]

LIBSVM بندی چندکلاسه تعریف و به که برای طبقه

باز موجود است، استفاده شده است.  صورت منبع

-در مقابل-یک"با اجرای رویکرد  LIBSVMالگوریتم 

. [88]بندی چندکلاسه را ممکن کرده است طبقه 1"یک

کلاس برای  Kدر واقع در این الگوریتم با فرض تعداد 

K(Kبندی، به تعداد طبقه − اجرا  SVMبند طبقه 2/(1

ها تنها روی دو کلاس شود و برای هرکدام، دادهمی

گیری شوند و در انتها از استراتژی رأیبندی میطبقه

-برای تعیین برچسب نهایی هر داده )نقطه( استفاده می

که هر داده، برچسبی را خواهد گرفت که  طوریشود؛ به

بیشترین تعداد آرا را داشته باشد. اگر آرا برابر باشد، 

اولین برچسبی که به کلاس داده شده به عنوان 

شود. برای توضیحات بیشتر برچسب نهایی پذیرفته می

به تحقیق ولینگتون و  LIBSVMدر مورد رویکرد 

 [.88مراجعه بفرمایید ] همکاران

های همچنین با توجه به اینکه در این تحقیق از داده

لیدار استفاده شده است، بنابراین به جای پیکسل از 

گردید. یک وکسل در واقع استفاده  2اصطلاح وکسل

آن به تراکم نقاط لیدار  یک مکعب مربع است که اندازه

وکسل باید به  [. بهترین اندازه85منطقه وابسته است ]

شود که در هر وکسل، فقط و فقط یک  صورتی انتخاب

[. لذا برای هر وکسل 81نقطه وجود داشته باشد ]

-2بالا، پایین، چپ، راست )شکل ) همسایه 1مرکزی، 

 ب(( وجود دارد.-2الف((، پیشین و پسین )شکل )

                                                           
1 One-against-one 

2 Voxel 

                                 

       
                              

  CRFگیسیستم همسای :2شکل

 

قرمز  نشان داده شده، نقطه( 2در شکل)طور که همان

در وکسل مورد بررسی )وکسل مرکزی( به عنوان نقطه 

شود و دیگر نقاط، نقاط همسایه مرکزی محسوب می

بنابراین در اطراف هر نقطه، یک بلوک مکعب  هستند.

 شود. سانتیمتر در نظر گرفته می 75شکل با ابعاد 

 ارزیابی -3

-بخش به ارزیابی عملکرد رویکرد پیشنهادی میاین 

مجموعه داده مورد استفاده برای  1-3پردازد. در بخش 

به ارزیابی  2-3کنیم. در بخش ارزیابی را معرفی می

معرفی شده در این تحقیق  CRFرویکرد مبتنی بر 

اشیا به ارزیابی دو بعدی  3-3پرداخته و در بخش 

 پردازیم. بندی شده میطبقه

 مورد مطالعه منطقه -3-1

در این تحقیق از ابرنقاط لیدار و تصاویر هوایی به 

اشتراک گذاشته شده توسط انجمن بین المللی 

3فتوگرامتری و سنجش از دور )
ISPRS)  از مرکز شهر

ها به عنوان واهینگن آلمان استفاده شد. این داده

شود که در تحقیقات محسوب می 8محک مجموعه داده

از آنها استفاده شده است؛ لذا نتایج این مطالعه زیادی 

توان با نتایج سایر محققین مقایسه را به سهولت می

ها توسط شرکت آلمانی کرد. این مجموعه داده

                                                           
3 International Society for Photogrammetry and 

Remote Sensing 
8 Benchmark 
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( در ماه آگوست DGPFفوتوگرامتری و سنجش از دور )

متر از سطح  599میلادی با متوسط ارتفاع  2992سال 

نقطه در  2انگین تراکم درجه و می 85زمین، زاویه دید 

است. از تولید شده ( points/m2 8هر متر مربع )

توان به های موجود در این مجموعه داده میدیگر داده

 متر درسانتی 2 قدرت تفکیک مکانیتصاویر دیجیتال با 
باند طیفی سبز، قرمز و مادون قرمز نزدیک و  3

1های مدل رقومی سطح )همچنین داده
DSM و )

 کرد اشارهبرای هر منطقه آزمایشی  2ارتوفتوموزائیک 

یک  مورد مطالعه در این تحقیق، منطقه منطقه .[87]

است که مربوط به مرکز شهر واهینگن آلمان است 

 (( و شامل سه منطقه3آبی در شکل) )محدوده

(( به عنوان 3زرد رنگ در شکل) هایآزمایشی )محدوده

وت عوارض های متفامجموعه داده مرجع با کلاس

های فوق الذکر، علاوه بر داده .[82]می باشد شهری

ISPRS گذاری نقشه کلاساقدام به تولید و به اشتراک

های پوشش اراضی منطقه مورد مطالعه با روش تفسیر 

با قدرت تفکیک  3های مبنانقشهبصری کرده است. این 

ها منظور آموزش مدل تصاویر هوایی و بهمکانی مشابه 

ارزیابی یکسان دقت نتایج تحقیقات مختلف استفاده و 

های مبنا دارای پنج کلاس سطوح شوند. نقشهمی

غیرقایل نفوذ، ساختمان، گیاهان با ارتفاع کم، درخت و 

آموزشی انتخاب شده شامل  ناحیه است. ماشین

 .نقطه از ابرنقاط لیدار است 189757

 بعدیبندی ابر نقاط سهطبقه -3-2

-معرفی بردار ویژگی موثر در طبقه 1-2-3در بخش 

بندی نتایج طبقهبندی ابر نقاط لیدار آورده شده است. 

آورده شده است.  2-2-3بعدی در بخش ابر نقاط سه

-SVMبه مقایسه رویکرد پیشنهادی  3-2-3بخش 

CRF  با دیگر رویکردهای مبتنی برCRF پرداخته می-

 شود.

                                                           
1 Digital Surface Model 

2 Mosaic Orthophoto 

3 Reference map 

 هاویژگی -3-2-1

های کمّی بعدی از ویژگی nبردار ویژگی، یک بردار 

کند. است که مشخصات هر نقطه از یک شئ را بیان می

 35بر اساس بررسی تحقیقات صورت گرفته، تعداد 

ویژگی برای هر نقطه از ابر نقاط لیدار در نظر گرفته 

های مبتنی توان آنها را در سه گروه ویژگیشد که می

های آماری مبتنی بر مقادیر یژگیبر ابر نقاط لیدار، و

های مستخرج از تصویر قرار داد که به و ویژگی 4ویژه

تفصیل در تحقیق پیشین نویسندگان همین مقاله بیان 

ها به صورت خلاصه در . این ویژگی[31]شده است 

 ( آورده شده است.1جدول )

های مبتنی ویژگی لازم به ذکر است که برای محاسبه

بر مقادیر ویژه نیاز به تعریف یک همسایگی محلی 

اطراف هر نقطه بود. در این مقاله از سه همسایگی به 

و همچنین  rشکل کره و استوانه با شعاع ثابت 

همسایگی نوین به شکل مکعب )مکعب محاط در کره 

rی اضلاع با اندازه

√3
( که برای اولین بار توسط عقیقی و 

در تحقیق . [22]شده بود، استفاده شد همکاران معرفی 

های جدید مبتنی بر مقادیر ویژه در تأثیر ویژگیمذکور، 

بندی همسایگی مکعب شکل بر روی طبقه محدوده

عوارض شهری بررسی شده بود و نشان داده شد که 

در تاثیری برابر با کره و بیشتر از استوانه دارد. مکعب 

ابری لیدار  این مقاله با توجه به تراکم نقاط

(8 Point m2⁄ متر که توسط  5/1، فاصله شعاعی (

محققان دیگر نیز استفاده و به عنوان یک شعاع بهینه 

. در این [51و  59، 80]است، استفاده شد تائید شده

مرحله طبق فیلتر معرفی شده توسط عقیقی و همکاران 

همسایگی به  نقاطی که به تنهایی داخل یک محدوده

انه و مکعب بودند از مجموعه داده شکل کره، استو

ی محلی تعریف هامحدوده (8) شکل[. 31]حذف شدند 

ها را نشان شده و نقاط ابری داخل و خارج از محدوده

 دهد.می

                                                           
8 Eigen values 
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درخت، )ب(  تعدادی و پیچیده اشکال با تاریخی هایشامل ساختمان 1منطقه آزمایشی واهینگن آلمان، )الف( منطقه  :3شکل 

 های جدا و کوچک است.کاملا مسکونی با خانه 3 منطقه )ج( ها وهای مرتفع احاطه شده با درختشامل ساختمان 2منطقه 

  
 های مورد استفاده در این تحقیقویژگی :1 جدول

 هایویژگی

 لیدار

 هایویژگی

 تصویر

 های مبتنی بر مقادیر ویژه برایویژگی

 کره، استوانه و مکعب
 

 رابطه (𝜆1)بزرگترین مقدار ویژه  Green ارتفاع

  (𝜆2)دومین بزرگترین مقدار ویژه  Red شدت

  (𝜆3)سومین بزرگترین مقدار ویژه  NIR شیب

λ1 مجموع مقادیر ویژه NDVI جهت شیب + λ2 + λ3 

- - Anisotropy (λ1 − λ3)/λ1 

- - Planarity (λ2 − λ3)/λ1 

- - Sphericity λ3/λ1 

- - Linearity (λ1 − λ2)/λ1 

- - Change of Curvature λ3/( λ1 + λ2 + λ3) 

 

 

هامحدوده محلی و نقاط ابری درون و خارج محدودهرسم توضیحی  :4شکل
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 نتایج طبقه بندی ابرنقاط سه بعدی -3-2-2

پس از تشکیل بردار ویژگی نقاط باقی مانده، نرمال 

 مقادیر در بازه سازی مقادیر بردارها انجام شد تا همه

 به رویکردادامه روند، با توجه قرار بگیرند. در  (0,1)

بندی )یادگیری با ناظر( تحقیق که مبتنی بر طبقه

های آموزشی و است، نیاز به ایجاد مجموعه داده

آزمایشی بود. لذا همانند مقاله عقیقی و همکاران، از 

که به طور  کی هیاز ناح یبخش یبرا یدیتول نقشه

 یگذاربرچسب ISPRSتوسط  یکامل و به صورت دست

مچنین لازم به ذکر است . ه[31]ه شد استفاد بود،شده 

درصد نقاط  39برای تشکیل مجموعه داده آموزشی )

درصد نقاط باقی مانده هر  79هر کلاس( و آزمایشی )

بندی تصادفی استفاده شد. کلاس( از رویکرد تقسیم

( تعداد نقاط مجموعه داده ابر نقاط لیدار 2جدول )

دهد.منطقه مورد مطالعه را به تفکیک کلاس نشان می

 
 : تعداد نقاط مجموعه داده به تفکیک کلاس2جدول    

 کلاس درصد تعداد

 غیر قابل نفوذ حوسط 7/33 87133

 ساختمان 13/30 58722

 کم ارتفاع با گیاهان 78/12 17210

 درخت 20/13 12509

 ماشین 88/1 1505

 مجموع 199 130250

بندی اولیه نقاط و به منظور طبقه SVMسپس الگوریتم 

کار گرفته شد )نتایج ایجاد بردار احتمال پسین به

نیز برای ارزیابی و مقایسه با سایر  SVMبندی طبقه

(. است شده آورده (5)و  (8) جداولرویکردها در 

بردار احتمال پسین است به عنوان که  SVMخروجی 

 CRFپتانسیل وابستگی و پارامتر ورودی به الگوریتم 

داده شده و این الگوریتم اجرا گردید )فلوچارت 

دهد که هر نقطه از ابر ((. این بردار نشان می1شکل)

نقاط لیدار با چه احتمالی به کدام کلاس اشیا تعلق 

,Ai(xدارد )عبارت  yi)  فلوچارت ((. 1)در رابطه

را به صورت دقیق  SVM-CRF( روش نوین 5)شکل

 دهد.نشان می

مقدار  SVM-CRFکه خروجی الگوریتم توجه به این با

 SAساز انرژی برای هر نقطه است، لذا به کمک بهینه

سعی در کم کردن انرژی کل نقاط شده است. با در نظر 

 SVM-CRF، خروجی 19گرفتن بیشینه تعداد تکرار 

برای کل ابر نقاط، سطح انرژی معادل با عدد 

این  SAبوده است که با اجرای بهینه ساز  82/135072

کاهش یافت. خروجی این اجرا در  19/132577عدد به 

 ( آورده شده است.3( و جدول )1شکل )

الف( به -1اگرچه روند کلی تغییرات انرژی در شکل)

افزایشی جزئی در صورت کاهشی است اما تغییرات 

تواند ناشی از شود که میب( نیز دیده می-1شکل)

های با انرژی بالاتر در روند پذیرفتن بعضی از جواب

ها در د. مقادیر عددی انرژیاجرایی الگوریتم باش

بدین ترتیب سطح انرژی در تکرار  ( آمده است.3)جدول

تغییرات بهینه ترین سطح انرژی است. بنابراین  0

-تایید و اعمال می 0ی اعمال شده در تکرار هاکلاس

-گذاری شده بهینه تولید میشود و یک تصویر برچسب

است. نتایج  SVM-CRFشود که خروجی بهینه شده 

( آمده 5( و )8در جداول ) SVM-CRFارزیابی رویکرد 

 است.
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 SVM-CRFرویکرد پیشنهادی  نمودارجریانی :5شکل 

  
 الف ب

 .تکرار دوم تا دهم( ب)تکرار اول تا دهم، ( الف)، SAروش  اب SVM-CRFسازی انرژی روش خروجی بهینه :6شکل 
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 .SAخروجی : 11تا  2و تکرارهای  SVM-CRFخروجی : 1: انرژی کل ابر نقطه آزمایشی، تکرار 3جدول 

رتکرا  انرژی ابر نقطه 

1 135072/82 

2 132522/21 

3 132521/21 

8 132505/97 

5 132527/22 
 

رتکرا هانرژی ابر نقط   

1 132520/11 

7 132501/07 

2 132577/37 

0 132577/19 

19 132523/12 
 

با دیگر  SVM-CRFمقایسه رویکرد  -3-2-3

 رویکردها

های یادگیری ماشین به همان ارزیابی عملکرد روش

الگوریتم بسیار مهم است؛ زیرا این نکات قوت و  اندازه

های ارزیابی کند. از روشضعف یادگیری را مشخص می

بند، مقایسه تفاوت مشاهده شده در دقت بهدو طبقه

دست آمده از اجرای این دو روش است که نیاز به 

، دقت 1محاسبه پارامترهای آماری از قبیل دقت کلی

و  17]دارد  4ریب کاپاو ض 3، دقت کاربر2تولیدکننده

ها برای مقایسه دو روش ترین روش. یکی از متداول[52

 بندی، اجرای هر دو روش بر روی مجموعه دادهطبقه

یکسان است که به صورت تصادفی انتخاب شده باشند 

. از این روش آموزش و ارزیابی دقت در سایر [53]

در ادامه به  .[23]نیز استفاده شده است  تحقیقات

رو و مقایسه آن با نتایج دیگر لیل نتایج تحقیق پیشتح

 تحقیقات انجام شده در این زمینه پرداخته شده است.

برای  SVM-CRFنتایج حاصل از طبقه بند پیشنهادی 

( آمده است. 5( و )8های )هر پنج کلاس در جدول

تحقیق قبلی  SVM-MRFعملکرد  ،برای مقایسه بهتر

ها نویسندگان این مقاله نیز با اقتباس در این جدول

دهد، ( نشان می8طور که جدول). همان[31]آورده شد 

                                                           
1 Overall accuracy 
2 Producer`s accuracy 
3 User`s accuracy 
8 Kappa coefficient 

ها بیشتر از سایر در اغلب کلاس SVM-CRFدقت روش 

دارای  SVM-MRF ها است. پس از آن روش روش

 SVMبوده و نسبت به  SVM-CRFشرایط مشابه 

دهد. این نتایج توسط ان میتری را نشعملکرد مناسب

( آمده 5مقادیر دقت کلی و ضریب کاپا که در جدول)

طور که این جدول نشان شود. هماناست نیز تائید می

به ترتیب با  MRF-SVMو  CRF-SVMدهد، روش می

طور دارای بیشترین دقت کلی و همین 92/22و  19/20

پا دارای بیشترین مقادیر کا 23/9و  28/9به ترتیب با 

با دقت  SVMاست. رتبه سوم دقت نیز مربوط به روش 

 است. 72/9و ضریب کاپای  21/25کلی 

 SVM-MRFو  SVM-CRFعملکرد مناسب دو روش 

ها باشد که از مبنا بودن آنتواند ناشی از ماهیت متنمی

کنند. البته های هر نقطه استفاده میاطلاعات همسایه

در این میان، دقت تولیدکننده کلاس ماشین یک 

استثناء است که هر دو روش فوق، دقت کمتری را 

تواند دهند. این مسأله مینشان می SVMنسبت به 

های آموزشی موجود به همراه ناشی از تعداد کم نمونه

و یا ساختار  MRFاستفاده از اطلاعات همسایگی در 

تواند ا اطلاعات همسایگی میباشد. زیر CRFبلوکی 

مرزها را جابجا کرده و باعث تأثیرپذیری از نقاط 

رسد که باید . بنابراین به نظر می[12] همسایه شود

 MRFبه هر دو روش  5راهکارهایی مربوط به حفظ مرز

افزوده شود، با این حال در تحقیقات آینده باید  CRFو 

                                                           
5 Edge preserving 
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های ابر نقاط لیدار مورد بررسی قرار گیرد.دادهیر و یا قابلیت استفاده از مرزهای مستخرج از تصو

  
 بندی مبتنی بر دقت کاربر و های طبقه: نتایح ارزیابی روش4جدول 

 SVM-MRF ([31].)و رویکرد  SVM، SVM-CRFدقت تولیدکننده برای رویکردهای 

 دقت   کلاس  

 
 

 

 روش

 درخت ماشین
 با گیاهان

 کم ارتفاع
 ساختمان

غیر  حوسط

 قابل نفوذ

 کاربر
 تولید

 کننده
 کاربر

 تولید

 کننده
 کاربر

 تولید

 کننده
 کاربر

 تولید

 کننده
 کاربر

 تولید

 کننده

11/82 82/79 10/21 55/21 17/29 78/75 18/02 51/09 51/09 59/25 SVM 

37/11 98/18 19/28 20/22 20/72 33/75 19/03 02/03 99/27 01/09 SVM-MRF 

13/18 13/17 28/11 23/28 29/11 71/12 03/21 08/78 22/57 01/02 SVM-CRF 

 

 رویکردو  SVM، SVM-CRF کاپا برای رویکردهای ضریبهای طبقه بندی بر اساس مقادیر دقت کلی و : نتایج ارزیابی روش5جدول 

SVM-MRF ([31].) 

اکاپضریب  دقت  

 کلی
 روش

9/72 25/21 SVM 

9/23 22/92 SVM-MRF 

9/28 20/91 SVM-CRF 

 

استخراج عوارض  از جمله تحقیقاتی که در زمینه

های محک مورد شهری از ابر نقاط لیدار روی داده

توان به دو مطالعه در این تحقیق، انجام شده است، می

توسط نیمیر و همکاران  که CRFتحقیق مبتنی بر 

را  CRFها . آن[28و  11]صورت گرفته، اشاره کرد 

و بار دیگر با ترکیب  1GLMیک بار با ترکیب رویکرد 

 برای تشخیص عوارض شهری منطقه RFرویکرد 

( نتایج 1واهینگن آلمان به کار بردند. جدول )

رو برای با تحقیق پیش ها را در مقایسهتحقیقات آن

کلاس ساختمان و درخت و گیاه با ارتفاع کم  سه

 دهد.نشان می

                                                           
1 Generalized Linear model 

با مقایسه نتایج حاصل از رویکرد این تحقیق با نتایج 

( آمده 1که در جدول )تحقیقات نیمیر و همکاران 

-SVMتوان نتیجه گرفت که ترکیب الگوریتم میاست 

CRF  نسبت  28/9و ضریب کاپا  91/20با دقت کلی

برای تشخیص  RF-CRFو  GLM-CRFبه دو رویکرد 

 11]عوارض شهری از ابر نقاط لیدار بسیار کاراتر است 

رویکردی احتمالی بوده و به انتخاب  SVM. زیرا [23و 

 ها وابسته نیست.نمونه

 بندی شدهارزیابی دوبعدی اشیا طبقه -3-3

و  SVM، SVM-CRF یبند( خروجی طبقه1) شکل 

ارائه شده توسط  SVM-MRF همچنین خروجی

عقیقی و همکاران را با اقتباس به منظور مقایسه 

. به دلیل درک [31]دهد تر نشان میبصری راحت

بعدی به صورت های سهبندها، خروجیبهتر نتایج طبقه

( آورده شده است. X,Yدو بعدی در صفحه مختصات )
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های شروهای تولیدی توسط مقایسه بصری نقشه

( 8های جدول)( تاییدکننده تحلیل7مختلف در شکل)

شود، هر سه طوری که مشاهده می( است. همان5)و 

و( شباهت زیادی به نقشه -7ه( و )-7) ،د(-7) شکل

بندی خوبی برخوردار ج( دارند و از دقت طبقه-7)

ارائه شده با  در هر سه شکل هستند. کلاس ماشین

ها شناسایی کلاس تری نسبت به سایردقت کم

رسد در تحقیقات آینده باید به اند؛ لذا به نظر میشده

 ها بیشتر توجه شود.استخراج ماشین

          

  
 ب الف

  
 د ج

 

 

  ه

و به صورت  ISPRSهای موجود در منطقه مورد مطالعه که توسط ابر نقاط منطقه واهینگن آلمان: )الف( نقشه کلاس :7 شکل

)د( خروجی ابر  .SVM-CRF)ج( خروجی ابر نقاط روش  ،SVMگذاری شده است، )ب( خروجی ابر نقاط روش تفسیر بصری برچسب

 (.[31]) راهنمای شکل)ه(  .SVM-MRFنقاط روش 
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 .[24و  11] RF-CRF و GLM-CRFو دو روش  SVM-CRFمقایسه نتایج روش پیشنهادی  :6جدول 

 دقت  کلاس   

 
 

 

 روش

  
 درخت

 ارتفاع با گیاهان

 کم
 ساختمان

ضریب 

 کاپا

 دقت کلی
 کاربر

 تولید

 کننده
 کاربر

 تولید

 کننده
 کاربر

 تولید

 کننده

28/9 91/20 11/28 28/23 11/29 12/71 21/03 78/08 SVM-CRF 

79/9 79/75 99/52 99/09 39/10 19/87 19/23 19/25 GLM-CRF 

71/9 19/29 79/11 39/01 09/72 19/80 19/01 29/01 RF-CRF 

 

 گیریبحث و نتیجه -4

 های بسیاری در حوزهدر دو دهه گذشته تلاش

های هوایی های سنجندهاستخراج اشیاء شهری از داده

انجام شده است. در همین راستا هدف از انجام این 

 برای SVM-CRFتحقیق ارائه رویکرد نوین و قدرتمند 

غیر  حوسطبندی ابر نقاط لیدار در پنج کلاس طبقه

و  درخت، کم ارتفاع با گیاهان، ساختمانقابل نفوذ، 

-های طبقهوجه به انواع روشماشین بوده است. با ت

استخراج اشیاء شهری روی  بندی به کاررفته در حوزه

بندی های چند سنجنده، و قدرت روش طبقهداده

 CRFبندی وابسته به متن و مفهومی، روش طبقه

، علاوه بر CRFکارگیری روش انتخاب شد. با به

بندی، این تحقیق به دنبال افزایش افزایش دقت طبقه

کامپیوتر نسبت به یک تصویر از طریق بررسی درک 

های ها بوده است. از جمله نوآوریتأثیر ارتباط همسایه

برای  SVM-CRFتوان به معرفی مدل این تحقیق می

پیچیده شهری و  استخراج اشیاء از یک صحنه

های نوین مبتنی بر مقادیر کارگیری ویژگیهمچنین به

یقی و همکاران ویژه در محدوده مکعبی که توسط عق

 . [31]معرفی شد، اشاره کرد 

بندد  یدک طبقده   SVM-CRFدهدد کده   نتایج نشان می

های شهری پیچیدده اسدت؛ زیدرا در    خوب برای محیط

روی کلاس یدک   بند، اطلاعات نقاط همسایهاین طبقه

-دانیم کده در محدیط  گذارد. از طرفی میشئ تأثیر می

ظدم و  های شهری چون ساخته دست انسان هسدتند، ن 

ترتیب خاصی وجود دارد، به طور مثال در یک بزرگراه، 

توان شئ شود و فقط میساختمان یا درخت دیده نمی

تواندد  ماشین را مشاهده کرد و اطراف یک خیابان مدی 

متشکل از ساختمان و درخت باشد. این نظم و ترتیدب  

سدازد، درک از  هدایی کده انسدان مدی    موجود در صحنه

کند که نتیجده آن  تر میکامپیوتر آسانمحیط را برای 

 SVM-CRFحاصدددل از روش  تدددوان در دقددت را مددی 

بندد  درصد برای طبقده  91/20ملاحظه کرد. دقت کلی 

SVM-CRF  بندد بدرای یدک    نشان از کارایی این طبقده

محیط پیچیدده شدهری دارد. همچندین دقدت بدالا در      

پارامترهای دقت کاربر و تولیدکنندده کده بده تفکیدک     

( آورده شدده اسدت نیدز شداهدی     8در جددول ) کلاس 

بدرای درک بدالای یدک     SVM-CRFخوب بدر کدارایی   

بدرای   SVM-CRFشهری است. قابل ذکر اسدت   صحنه

هایی که تعداد نقاط موجود در مجموعده آموزشدی   شئ

بندی پایینی خواهد داشت؛ خیلی کم باشد، دقت طبقه

از زیرا هنگامی که اکثر نقاط همسایه، کلاسی متفداوت  

کلاس نقطه مورد بررسی داشته باشند، احتمال تغییدر  

کلاس نقطه مورد بررسدی افدزایش خواهدد یافدت. بده      

بنددی بدا   همین خاطر برای کلاس خودرو، دقت طبقده 

 SVMنسددبت بدده روش   SVM-CRFاسددتفاده از روش 

بسیار کاهش پیدا کدرده اسدت کده ایدن موضدوع روی      

 بود.   درصد تشخیص اشیاء دیگر تأثیرگذار خواهد 
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Abstract 

 

Over the past decades, urban growth has been known as a worldwide phenomenon that includes widening process and 

expanding pattern. While the cities are changing rapidly, their quantitative analysis as well as decision making in urban 

planning can benefit from two-dimensional (2D) and three-dimensional (3D) digital models. The recent developments in 

imaging and non-imaging sensor technologies, such as airborne Light Detection and Ranging (LiDAR) system, lead to a 

huge amount of remotely sensed data which can be employed to produce 2D/3D models. Although much of the previous 

researches have investigated on the performance improvement of the traditional data analyzing techniques, recently, more 

recent attention has focused on using probabilistic graphical models. However, less attention has paid to Conditional 

Random Field (CRF) method for the classification of the LiDAR point cloud dataset. Moreover, most researchers 

investigating CRF have utilized cameras or LiDAR point cloud; therefore, this paper adopted CRF model to employ both 

data sources. The methods were evaluated using ISPRS benchmark datasets for Vaihingen dataset on urban

classification and 3D building reconstruction. The evaluation of this research shows that the performance of CRF model 

with an overall accuracy of 89.06% and kappa value of 0.84 is higher than other techniques to classify the employed LiDAR 

point cloud dataset. 
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