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 چكیده

ینی بباشد ولی به دلیل ساختار پیچیده سیلاب و جریان رودخانه، عملا پیشیجهت کاهش خطرات آن م یاساس یازین لابیس قیدق ینبیشیپ

ای ههای عصبی مکرر، عملکرد بسیار خوبی در دادههای عصبی مصنوعی مانند شبکهای دشوار است. شبکهرودخانه مسأله دقیق طغیان و تخلیه

های عصبی مکرر توجه زیادی را های حافظه طولانی کوتاه مدت به دلیل رفع معایب شبکههای اخیر استفاده از شبکهدارند. در سال سری زمانی

قلا در استان گلستان تا سه روز آینده، با استفاده از شبکه بینی دبی روزانه ایستگاه آقاست. در این مطالعه سعی بر پیشبه خود جلب کرده 

های سری بینیهای طولانی مدت، جهت پیشو توانایی یادگیری وابستگی است. این شبکه به دلیل ساختار ویژهلانی کوتاه مدت شدهحافظه طو

گر قابلیت فرض بوده که این امر نشانهای پیشای پایدار و شامل حداکثر پارامترشبکه مورد نظر باشد. از طرفی شبکهزمانی بسیار مناسب می

ه را دارد. های منطقهای دبی سایر ایستگاهباشد. همچنین این الگوریتم توانایی استفاده از توپوگرافی و دادهاز آن برای دیگر مناطق میاستفاده 

ن، های بالادست آقلا به صورت تنها و به همراهِ ایستگاههای دبی ایستگاه آقبینی دبی در ایستگاه هدف چندین ترکیب داده؛ دادهجهت پیش

های رگرسیون حاضر با شبکه های مطالعهدر ادامه یافته .اندقلا و استان گلستان، به عنوان ورودی شبکه استفاده شدهل ارتفاعی شهرستان آقمد

دیر اساده، رگرسیون ماشین بردار پشتیبان و شبکه عصبی مکرر ساده مقایسه گردید. نتایج حاکی از برتریِ شبکه حافظه طولانی کوتاه مدت، با مق

 های تاثیرگذار بر وقوع سیلابباشد. در مطالعات بعدی سعی بر استفاده از سایر دادهها می، نسبت به سایر شبکه%01ساتکلیف بالای -پارامتر نش

 باشد.ای کاملا خودکار میمورد استفاده به شبکه شبکه و همچنین توسعه
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1401تابستان  شماره دوم   ال دهمس

 مقدمه -1

پررخداد در کشییور بلایای طبیعی  از جملهپدیده سیییل 

با دخالت  ی اخیرهاگردد که در طی سییالمحسییوب می

 است. تعداد و میزان آن شدت پیدا کرده، یانسانعوامل 

بینی دقیق سیییل ین نیاز اسییاسییی جهت کاهش  پیش

های سییتمکه برای مدیریت سییی خطر بروز سیییل اسییت

 حالباشد. با اینای برخوردار میمنابع آب از اهمیت ویژه

بینی دقیق تخلییه رودخیانه به دلیل پیچیده بودن   پیش

تجزییه و تحلییل سییییل و ییرخطی بودن روند جریان   

 .[1] ای دشوار استرودخانه مسئله

بینی سیییلاب وجود درحال حاضییر دو روش جهت پیش

. روش اول که به طور گسییترده مورد اسییتفاده [1]دارد 

 کند. اینسازی میروند جریان آب را شبیه گیردقرار می

های مانند داده هادی از دادهها معمولا به حجم زیاروش

ای با قدرت تفکین توپوگرافی، تصییاویر هوایی و ماهواره

نیاز دارند که همیشه در دسترس نیستند  مکانی مناسب

اشکال دیگر این ها مشییکل است. و یا دسیترسیی به آن  

های مناطق بالاتر توجه ها این اسیییت که به جریانمدل

های مبتنی بر داده . روش دوم روش[3 و 2]کننید  نمی

های یادگیری عمیق ها مانند شیییبکهاسیییت. این روش

های ورودی و خروجی را شناسایی رابطه آماری بین داده

پردازد. این روش بینی متغیر مورد نظر میو بییه پیش

ی به تعداد برخلاف رویکرد پیشییین مشییکل دسییترسیی  

های توپوگرافی و یا تصییاویر ها مانند دادهمتنوعی از داده

 .[5 و1]با قدرت تفکین مکانی بالا را ندارد 

های سییری بینیهای مناسییب جهت پیشیکی از مدل 

اند. تحقیقات زیادی بوده 1های عصیییبیزمانی، شیییبکه

هییای هیییدرولوژیکی بییا بینی مولفییهدرخصیییوی پیش

است های عصبی مصنوعی انجام شدهاسیتفاده از شیبکه  

ها در مواجهه با کارهای . با این وجود نواقص آن[۱ و 6]

پیچیده با ابعاد و واریانس بالا مشییخص شیید. یادگیری  

                                                           
1 Artificial Neural Network 
2 Deep belief network 
3 Long Short Term Memory 

متشکل از چندین لایۀ پردازش جهت یادگیری با  عمیق

باشد که اکنون برای یلبه بر مشکلات چندین سطح می

های از مزاییای شیییبکه  اسیییت.رو بیه وجود آمیده  پیش

هییای هییا در دادهیییادگییری عمیق، عملکرد خوب آن 

 ای توسطمطالعه 1305سال  در .[1]زمانی است سیری 

 یمکانو  یزمان ینیبشیپ درخصوی همکاران و یمیرح

 یهادادهبا استفاده از  رانیبارش ماهانه در شمال یرب ا

الی سییال  1051، از سییال سییال 63 روزانه طی بارش

امر از دو روش شیییبکه  نی. جهت اانجیام گردید  2910

. استشدهاستفاده  2قیو شبکه باور عم عمقکم یعصیب 

در  قیکه شبکه باور عم اسیت مشیخص شیده   تیدر نها

و حل  یو زمان یمکان یهیا هنگیام مواجیه بیا کلان داده   

 ییماهانه از توانا بارش ینیبشیمسییئله پ یهایدگیچیپ

 .[0] باشدیمبرخوردار  یشتریب

نوع خاصیییی از  LSTM)3ظیه طولانی کوتاه مدت   حیاف 

باشد که توسط هوچریتر و های عصیبی مکرر می شیبکه 

جهت یلبه بر ضییعف شبکه  100۱اشیمیتدور در سیال   

. در سال [19]اسییت عصیبی مکرر سینتی معرفی شییده  

عیامیل، به    ۱ روزانیه هیای  بیا اسیییتفیاده از داده   2911

بینی سیییطح آب دریاچه دونگتینی چین پرداخته پیش

و  LSTMهای است. این تحقیق با استفاده از شبکهشیده 

های های سییالانجام شیید. داده 0ماشییین بردارپشییتیبان

الی  2911های جهت آموزش و سییال 2912الی  2993

اند. با ارزیابی جهت ارزیابی شییبکه تقسیییم شییده 2913

و  5توسییط مقادیر خطای جذر میانگین مربعات شییبکه 

نسیییبت به ماشیییین  LSTMضیییریب تعیین به برتریِ 

. در همین سال [11]است بردارپشیتیبان پی برده شیده  

 سییازی بارش رواناب با اسییتفاده ازدر چین جهت شییبیه

 سیییال به مقایسیییه 02ایسیییتگاه در طی  15های داده

است. پرداخته شده LSTMهای عصبی مصنوعی و شبکه

سازی بارش ها جهت مدلبه طور کلی هر دو این شیبکه 

0 Support vector machine 

5 Root Mean Square Error 
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          ... جهت هواشنننناسنننی و ازدوریسنننن   هایداده ادغام
 فاطمه حسین زاده و همکاران

 

تر و دقیق LSTMحال شییبکه اند، با اینرواناب مناسییب

 . در سال[12]باشد ز شبکه مصنوعی ساده میپایدارتر ا

یربی ای در شیییمالای بر روی رودخانهمطیالعیه   2910

ی بینی دبدر این مطالعه که به پیشویتنام انجام شییید. 

پرداخته  LSTMایسییتگاه هوآبین با اسییتفاده از شییبکه  

 ایستگاه ۱هدف و  ایسییتگاه سیاله  20های شیده از داده 

است. این مطالعه در حداکثر بالادسیت آن استفاده کرده 

بینی ین، دو و سییه روزه  دوره تکرار، به پیش 199999

. در [1]یافت  دسیییتدبی موردنظر با دقت بسییییار بالا

، LSTMای بین سییه شییبکه ای مشییابه، مقایسییهمطالعه

 بینیواحد عود مکرر و شبکه مصنوعی ساده جهت پیش

در جنوب  های ایسییتگاه هدفرواناب با اسییتفاده از داده

سییال انجام  10سییه ایسییتگاه بالادسییت آن طی چین و 

است. نتیجه حاصل شده در این مطالعه این بود که شده

بهتری نسییبت به چند  با ین لایه نتیجه LSTMشییبکه 

براین نتیجه اصیییلی این مطالعه این بود لایه دارد. علاوه

و واحید عود مکرر بیدون گیام زمانیِ بهینه،     LSTMکیه  

ا کنند ولی بساده عمل می کمی بهتر از شبکه مصنوعی

گام زمانی بهینه، شبکه مصنوعی ساده نتیجه کمی بهتر 

توان تنها به . در مطیالعات داخل کشیییور می [13]دارد 

ای در مطالعه 1300ین مورد اشیییاره نمود. در سیییال 

بینی دبی ماهانه رودخانه کارون توسییط خصییوی پیش

اسییت. در این مطالعه از احمدی و همکاران انجام شییده

 LSTMماهانه دبی به آموزش شیییبکه  داده 290طریق 

برده شده دارای  کاربه اسیت. گرچه شبکه پرداخته شیده 

دقت مناسبی بوده ولی بنا به مطالعات صورت گرفته در 

رسید این شبکه  به نظر می LSTMهای خصیوی شیبکه  

 .[10]باشد دارای استحکام کافی نمی

های متعدد رخ داده سیلاب حاضیر به بررسی  در مطالعه

های بالادست آن پرداخته و قلا و ایستگاهبر ایسیتگاه آق 

قلا، به دلیل رابطه بسیار نزدین با وقوع دبی ایستگاه آق

سیلاب، برای ین تا سه روز آتی با دقت و سرعت اجرای 

 هایاسییت. با توجه به بررسیییبینی شییدهمناسییب پیش

های شییبکهصییورت گرفته در خصییوی سییری زمانی،  

LSTM ای برخوردار هسییتند. شبکه مورد از کارایی ویژه

ای هاستفاده قادر به استفاده از توپوگرافی منطقه و داده

های بالادسییت، به دلیل بررسییی تاثیر  دبی در ایسییتگاه

ها بر ایسیییتگاه هدف علاوه بر نوسیییانات این ایسیییتگاه

باشد. جهت این امر های دبی در ایسیتگاه هدف می داده

سال، مدل ارتفاعی منطقه  39های دبی مربوط به از داده

است. همچنین با توجه اسیتفاده شده  LSTMو الگوریتم 

به آزمایشیات صورت گرفته درخصوی آنالیز حساسیت،  

این شیییبکیه از پیایداری و اسیییتحکام بالایی برخوردار   

ای هباشید. در پایان، عملکرد شبکه موردنظر با شبکه می

ر سیییاده، رگرسییییون خطی و عصیییبی مصییینوعی مکر

بردار پشیتیبان مقایسه گردید. نتایج  رگرسییون ماشیین  

برای  LSTMاسیییت که شیییبکه این مطالعه نشیییان داده

ای که ایسییتگاه هیدرومتری  بینی سیییلابِ منطقه پیش

 تواند نتایجفعال حداقل از ین دهه اخیر داشته باشد می

 قابل قبولی ارائه دهد.

 هامواد و روش -2

خیز کشور ایران است. گلسیتان از مناطق سیییل اسیتان  

های اخیر چندین سییل مخرب در این استان  طی سیال 

رخ داده که موجب تلفات انسییانی و خسییارات اقتصادی 

اسیییت. این امر اهمیت نیاپذیری گردیده فراوان و جبران

جهت این کار، بنا به کند. مطیالعیه حاضیییر را تایید می  

صیینوعی مانند های عصییبی معملکرد مناسییب شییبکه 

های سری زمانی، از این های عصبی مکرر در دادهشیبکه 

 ها استفاده خواهدشد.شبکه

 داده و منطقه مورد مطالعه -2-1

 خیزهای سیلترین شاخهرود یکی از مهمرودخانه گرگان

از شرق  جهت جریان آب این رودخانهاین استان است. 

 لبرز سرچشمهکوه اباشد. این رودخانه از رشتهبه یرب می

قلا واقع در شهرستان آقریزد. گرفته و به دریای خزر می

 11رود و در در طرفین رودخانه گرگان ،استان گلستان

'ییعرض جغرافیا با کیلومتری شمال شهر گرگان
36 58 

'و طول جغرافیایی
54   است.گرفته قرار 16

، جغرافیایی منطقه مورد مطالعه موقعیت( 1در شکل 

ان نش های بالادست آنقلا به همراه ایستگاهایستگاه آق

با توجه به آمار دریافتی از سازمان مدیریت است. شدهداده
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1401تابستان  شماره دوم   ال دهمس

های رخ داده در منابع آب کشور، در خصوی سیلاب

منطقه دارای چندین مورد سیل در  قلا، اینشهرستان آق

 چندین رودگرگان روی براست. چند دهه اخیر بوده

 . دارد وجود هیدرومتری ایستگاه

های بالادست ایستگاه مشخصات تعدادی از (1جدول  در

در مطالعه حاضر تاثیر  .استشده قلا آوردهشهرستان آق

ها بر ایستگاه هدف بررسی خواهدشد.این ایستگاه

 
رودهای هیدرومتری واقع بر گرگانراه با موقعیت ایستگاه: منطقه جغرافیایی مورد مطالعه هم1 شكل

 

 رودهای هیدرومتری واقع بر گرگانمشخصات ایستگاه :1 جدول

 ارتفاع )متر( عرض جغرافیایی طول جغرافیایی کد ایستگاه نام ایستگاه ردیف

 -12 9166/3۱ 066۱/50 12-93۱ قلاآق 1

 12 2/3۱ ۱333/50 12-925 سد گرگان 2

 39 2333/3۱ 916۱/55 12-923 قزاقلی 3

 36 2666/3۱ 15/55 12-911 گنبد 0

 132 0133/3۱ 5/55 12-995 تمرگرگان 5

 مبانی تئوری تحقیق -2-2

های مناسییب در های عصییبی مصیینوعی، از مدلشییبکه

باشیییند. با این وجود هیای زمانی می بینی سیییریپیش

با کارهای پیچیده مشیییخص  ها در مواجههمعیاییب آن  

های عصبی نوع خاصی از شبکه LSTMاست. شبکه شده

 هایباشید که جهت یلبه بر معایب شییبکه مصینوعی می 

است. در ادامه به شرح هرین از این پیشین معرفی شده

 شود.ها پرداخته میشبکه

 شبكه عصبی مصنوعی -2-2-1

شبکه عصبی مصنوعی ین سیستم محاسباتی مبتنی بر 

                                                           
1 Vanishing gradient 

ا هباشد که توانایی حل مشکلات از طریق نورونده میدا

های اولیه سییرعت یادگیری پایین در لایه .]15[را دارد 

 مشیییکل اصیییلی دلایل ازهمراه با کاهش دقت مدل، 

 از معایب آموزش که اسیییت  1شیییده ناپدید گرادییان 

 انتشییارپس الگوریتم های عصییبی مصیینوعی با شییبکه

شیبکه عصبی مصنوعی   مدل براینعلاوه .[16]باشید  می

 سریِ مانند درپیپی هایداده مسئله حل هنگام سینتی 

 .[1۱]دارد  اسییاسییی  جمله محدودیت تکمیل یا زمانی

 یمکرر معرف یعصب شبکه الذکرفوق مشکلات حل برای

های عصبی مکرر برای اولین بار در دهه شبکه .استشده

. در طی فرایند آموزشِ ین [11]توسییعه یافتند  1019
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برای  1انتشییارشییبکه عصییبی مکرر از ین الگوریتم پس

نی استفاده های وزها و تنظیم ماتریسمحاسیبه گرادیان 

انتشییار در بنابراین معمولا از آن به عنوان پس؛ شییودمی

ها به دلیل انباشت شود. در این شبکهیاد می 2طول زمان

روزرسییانی شییبکه ناپایدار گرادیان خطا در طی فرایند به

 .[10] گرددمی

 شبكه عصبی حافظه کوتاه مدت -2-2-2

LSTM  تکامل یافته شبکه عصبی مکرر است که در سال

معرفی شد  های مکررجهت حل مشیکلات شبکه  100۱

های ها قادر به یادگیری وابسیییتگی. این شیییبکیه [19]

عین با در زمان م LSTMطولانی میدت هسیییتند. واحد  

و تانژانت  3های سیییگموئیدهای ورودی از لایهعبور داده

گذاری و با اعمال بایاس و افزودن و مقیاس 0هایپربولین

روز شیییده و حالت مخفیِ اطلاعیات، به تولید حافظه به 

برای  پردازد. اولین قدمدر زمان بعدی می LSTMواحید  

( شییناسایی و حذف 1 سیاخت این شیبکه مطابق رابطه  

ات ییرضییروری اسییت. عملگر سیییگموئید تعیین  اطلاع

کند که کدام قسیییمت از خروجی قدیمی باید از بین می

گفتییه ( tf   5فراموشییییبرود. بییه این دروازه، دروازه 

 شود.می

(                      1رابطه   1σ  ,t f t t ff W Y X b  

 , σ(، 1رابطه در   , f fW b  ،به ترتیب تابع سییییگموئید

مرحله  باشند.ماتریس وزن و بایاس دروازه فراموشی می

گیری و ذخیره اطلاعات از ورودی جدید  بعد تصیییمیم

tXروزرسیییانی حالت ( در حالت سیییلول و همچنین به

 (0( و  3(،  2مطابق روابط   سییلول اسییت. این مرحله  

سییییگموئیید و لاییه تیانژانت     شیییامیل دو بخش، لاییه  

هایپربولین اسیت. ابتدا توسیط لایه سییگموئید تصمیم    

ا روز شوند یهشود که آیا اطلاعات جدید باید بگرفته می

و سییپس تابع تانژانت هایپربولین به  شییوندنادیده گرفته

ها شیییده با توجه به میزان اهمیت آنمقیادیر عبور داده 

                                                           
1 Feed back 

2 BackPropagation Through Time (BPTT) 

3 Sigmoid 

 .دهدوزن می

              (          2رابطه   1      ,t i t t ii W Y X b   

(                3رابطه   1tanh        ,     
t n t t nN W Y X b  

(                               0رابطه 
1C  C f  N  i

ttt t t  

( 0( و  3(،  2در روابط  
1tC 

و  
tC  حالت سلول در

به ترتیب بایاس و وزن  Wو  b، همچنین t-1و  tزمان 

( و 5هستند. در مرحله آخر مطابق روابط   حالت سلول

( مقادیر خروجی6  tY  که ین نسخه فیلتر شده

ر د شود.، تولید میبراساس وضعیت سلول خروجی است

 ( متغیرهای6( و  5روابط  
0b 0 وW  به ترتیب بایاس و

 وزن دروازه خروجی هستند.

(                          5رابطه  
0 1 0
[ , ]

t t t
O W Y X b


  

(                                6رابطه  tanht t tY O C  

 معیارهای ارزیابی مدل -2-2-3

 هایینی در زمینهبهای پیشجهت ارزیابی عملکرد مدل

و  NSE)6سیییاتکلیف   -هیدرولوژی ایلب از کارایی نش

شیود. با استفاده از  خطای میانگین مربعات اسیتفاده می 

بینی مدل بر اسیییاس اختلاف ، توانایی پیشNSEمعیار 

 هییابینی شیییده از مقییدار میییانگین آنمتغیرهییای پیش

و معییار خطیای میانگین مربعات نیز برای   (( ۱ رابطیه  

بینی و مشاهده یابی مدل از جذر اختلاف مقادیر پیشارز

 .[1]شود بررسی می ((1 رابطه شده 

(                        ۱رابطه  

 

2

1

2

1

1

n

i i

i

n

ii

i

NSE

O P

O O







 
 

 
  
 





 

 

     (                 1رابطه  
2

1

1 n

i i

i

RMSE O P
n 

  

مقادیر  iOمقادیر مشاهده شده، iO(، 1( و  ۱در روابط 

iمیانگین مشاهده، 
P  پیش بینی شده وn   تعداد کل

] در بازه NSEمقدار باشند. مشاهدات می ,1] و

0 tanh 
5 Forget gate 

6 Nash Sutcliffe Efficiency 
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باشد. بر این می[0,1] ر بازهد خطای میانگین مربعات

ه ب خطای میانگین مربعاتبه عدد ین و  NSEاگر  اساس

بینی انجام شده توسط مدل ، پیشتر باشدصفر نزدین

LSTM [1]تر است قابل اطمینان. 

 روش پیشنهادی -3

.است شده آورده( 2شکل  در کار انجام روند کلی

 

 
: روند نمای تحقیق2 شكل

 

 هاسازی دادهآماده -3-1

های هر ایسییتگاه به بازه صفر تا در این مرحله ابتدا داده

 ها به سه دسته آموزشیگردند. سپس دادهین نرمال می

ه(  جهت آموزش شبکه(، آزمایشی  جهت آزمایش شبک

ورد دقت نهایی شبکه( تقسیم آو اعتبارسنجی  جهت بر

های مربوط به سییال رو دادهشییوند. در تحقیق پیشمی

 1310به عنوان داده آموزشییی، سییال  1313الی  1362

و  1301های به عنوان داده آزمایشیی و سال  1309الی 

ند. ابندی شدهبه عنوان داده اعتبارسنجی تقسیم 1302

، به های دبی ایسییتگاه هدفدادهمجموع ( 3شییکل در 

 های آموزشیی، آزمایشیی و اعتبارسینجی   تفکین دسیته 

 شود.مشاهده می
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 1332الی  1332قلا از سال های دبی ایستگاه آق: داده3 شكل

بایسیییتی بخش  LSTMها به شیییبکه جهیت ورود داده 

ساختار سه بعدی  بعدی پیدا کند.ورودی ساختاری سه 

در  هاویژگیهای زمانی و تعداد گام ،1شامل اندازه دسته

دسته دیگر از داده که در این مطالعه  باشد.ین توالی می

باشیید. ارتفاعی می اسییت، دادهمورد اسییتفاده قرار گرفته

های دبی ابتدا نرمال سپس مدل ارتفاعی نیز همانند داده

به سیه دسیته؛ آموزشیی، ارزیابی و اعتبارسنجی تقسیم    

اده از مدل رقومی زمین در این اسییت. جهت اسییتفشییده

 1مربوط به تاریخ  2های رایگان پالسیییارنیاحییه از داده  

ها با قدرت اسییت. این دادهاسییتفاده شییده 2911ژانویه 

، 2911الی  2996از سال  3متر در سیایت آلاسیکا   5/12

(  شیییکلطور که در حاضیییر همان موجودند. در مطالعه

های بیاشییید از دو میدل ارتفاعی با اندازه  مشیییخص می

   است:متفاوت استفاده شده

ایستگاه ذکر شده در  5الف( مدل ارتفاعی شامل تمامیِ 

  (9بخش  

 قلا.  ب( شامل تنها ایستگاه آق

تر م 2225الی  -05در حیالت  الف(، ارتفاع منطقه بین  

 است. متر بوده 56الی  -35و در حالت  ب(، بین 

 آموزش شبكه )تولید مدل( -3-2

باشد که  LSTMتواند شیامل ین یا چند لایه  شیبکه می 

های اسیییت. نوروندر هرکدام تعدادی نورون قرار گرفته

های لازم ها و اعمال پردازشهر لایه پس از دریافت داده

کنند. پس از ایجاد ل میهای بعد منتقهیا را بیه لاییه   آن
                                                           

1 Batch size 

2 PALSAR 

3 ALASKA 

، با تعداد ین نورون 0یین لایه تراکم  LSTMهیای  لاییه 

بینی کلاس هدف ایجاد و سیییپس با تعریف جهت پیش

 شود. درمی 5یهمگردانساز و تابع هزینه مدل تابع بهینه

نمای کلی از شیبکه مورد استفاده در این مطالعه  شیکل  

لایه  6و  0، 2در این شییبکه از  اسییت.نشییان داده شییده

LSTM ،  نورون برای است. تعداد مشخص اسیتفاده شیده

هیا بیا یکیدیگر مقایسیییه    انتخیاب و نتیایج آن  هر لاییه  

سییازی اسییت. سییپس ین لایه تراکم با تابع فعال شییده

بینی به دلیل پیش، 1تیانژانیت هایپربولین و واحد برابر   

است. در نهایت مدل با استفاده ین کلاس استفاده شده

و تابع  991/9با نرخ آموزش  6آدام سیییازهاز تیابع بهینی  

قابل  هزینیه خطیای میانگین مربعات همگردانی گردید.  

از سذکر است نرخ آموزش استفاده شده برای تابع بهینه

. پس از [22و29،21]باشیید فرض میمقداری پیش ،آدام

بعدی شده های آموزشیِ سه، دادهLSTMسیاخت شبکه  

های قلا و ایسییتگاههای دبی ایسییتگاه آقدادهکه شییامل 

بالادسیت و مدل ارتفاعی منطقه هسیتند در چند دسته   

وارد شیبکه شده و نتایج تاثیر هرکدام مورد ارزیابی قرار  

ر اجرای شیییبکه بر روی حداکثهای گیرد. تعداد دورهمی

ی دوره 59اسییت ولی اگر طی دوره تنظیم شییده 1999

 هایمتوالی مقدار خطای میانگین مربعات در دسته داده

آزمایشییی حداقل نشییود، اجرای شییبکه متوقف شییده و  

های بینی نهایی بر روی دادههیا جهت پیش بهترین وزن

 .اعتبارسنجی در حافظه شبکه ثبت خواهندشد

0 Dense 

5 Compile 

6 Adam 
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هابه همراه موقعیت ایستگاه: مدل رقومی ارتفاعی 4 شكل

 

 اعتبارسنجی -3-3

جزئیات آزمایشیییات انجام شیییده آورده ( 5شیییکل  در 

( 1مجموعه داده، از قبیل؛  0اسیییت. به طور کلی شیییده

 ایسییتگاه دبی( 2 منفرد، صییورت به قلاآق ایسییتگاه دبی

 ایسییتگاه دبی( 3بالادسییت،  ایسییتگاه دو همراه به قلاآق

 ایستگاه دبی( 0بالادست،  ایستگاه چهار همراه به قلاآق

 دبی( 5 قلا،آق شیهرستان  ارتفاعی مدل همراه به قلاآق

 مدل و بالادسییت ایسییتگاه دو همراه به قلاآق ایسییتگاه

 به قلاآق ایسییتگاه دبی( 6 قلا،آق شییهرسییتان  ارتفاعی

 شهرستان ارتفاعی مدل و بالادست ایستگاه چهار همراه

 ارتفاعی مدل همراه به قلاآق ایسییتگاه دبی( ۱ قلا،آق

 دو همراه به قلاآق ایسییتگاه دبی( 1 گلسییتان، اسییتان

( 0 گلسییتان، اسییتان ارتفاعی مدل و بالادسییت ایسییتگاه

 و بالادست ایسیتگاه  چهار همراه به قلاآق ایسیتگاه  دبی

 .اندهگرفت قرار بررسی مورد گلستان استان ارتفاعی مدل

 ین تا سییه روزه بینیموردنظر به پیش درنهایت شییبکه

 است. دبیِ ایستگاه هدف پرداخته

مورد نظر با اسیییتفاده از  ، شیییبکه(6شیییکل با توجه به 

بینی دبی ین، دو و یا سه روز روز به پیش 19های داده

 آتی پرداخته است.

 

 
 های حاصل شدهبینیها و پیشهای مورد استفاده، تعداد لایه: نمای کلی از داده5 شكل
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بینیِ دبیجهت پیش 11 ای با اندازهعملكرد پنجره : نحوه3 شكل

 نتایج -4

های جداگانه و های آموزش دیده توسیییط دادهشیییبکه

مورد اعتبارسیینجی  1302و  1301مسییتقل دبی سییال 

 NSEمقادیر ( 5شکل قرار گرفتند. برای هر ین از موارد 

جهت اسییت. و خطای میانگین مربعات محاسییبه شییده 

های اعتبارسیینجی در دو دسییته، بررسییی بررسییی نتایج

 های دارای همبستگی بیان خواهندشد.منفرد و بررسی

 های منفردبررسی -4-1

های ارتفاعی شبکه تنها با استفاده از مدل اول در مرحله

های دبیِ روزانه قلا و استان گلستان و دادهشهرستان آق

 سال، به ترتیب مورد آموزش ۱و  29ایستگاه هدف، طی 

و  NSE، مقییادیر (2جییدول و آزمییایش قرار گرفییت. در 

هییای داده خطییای میییانگین مربعییات برای مجموعییه

ها و زمان سیپری شده  اعتبارسینجی به همراه تعداد گام 

های شیییبکه برای در واحد ثانیه، در هرین از تعداد لایه

 است.ها آورده شدههرکدام از مجموعه داده

 در بهتر، تفسیر و فهم و درک در سهولت جهت ادامه در

 هاینمونه بهترین و اعتبارسییینجی مقادیر( ۱شیییکل 

 بصییری نمایش فرم منفرد در روش در شییده بینیپیش

  .استشده ارائه فصل و سال تفکین صورت به مجزا

 
نفرد، با استفاده از سه گروه داده؛ دبیِ های ارزیابی در روش مداده بینیو خطای میانگین مربعات پیش NSE: مقادیر 2 جدول

 قلا و استان گلستانروزانه ایستگاه هدف به صورت مجزا و به همراه مدل ارتفاعی شهرستان آق

ینبیشیپ روزه یک  روزه دو   سه روزه 

 لایه داده
 زمان

(ثانیه)  
 NSE RMSE دوره

 زمان

 )ثانیه(
 NSE RMSE دوره

 زمان

 )ثانیه(
 NSE RMSE دوره

 دبی هدف

2 134 171 1/382 1/113 153 144 1/344 1/122 109 129 9/103 9/939 

0 200 105 9/019 9/913 110 112 9/009 9/923 233 136 9/11۱ 9/931 

6 322 13۱ 9/011 9/913 2۱۱ 121 9/001 9/923 223 38 1/834 1/131 

دبی هدف + 

مدل ارتفاعی 

قلاآق  

2 396 1۱2 9/011 9/913 1۱3 06 9/030 9/923 311 1۱3 9/102 9/939 

0 0۱0 101 9/011 9/913 299 10 9/033 9/920 301 102 9/115 9/931 

6 395 19۱ 9/019 9/913 306 115 9/03۱ 9/920 2۱۱ 15 9/109 9/931 

دبی هدف + 

مدل ارتفاعی 

 گلستان

2 592 215 9/019 9/913 20۱ 191 9/002 9/922 300 152 9/103 9/939 

0 653  109 9/011 9/913 336 116 9/002 9/922 2۱2 01 9/109 9/931 

6 312 190 9/011 9/913 315 01 9/002 9/922 036 121 9/110 9/931 
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جهت  بیهای دبی ایستگاه هدف به تفكیک سال و فصل در روش منفرد، الف( مقادیر واقعیِ دبینی: بررسیِ بهترین پیش7 شكل

بینی سه روزهبینی دو روزه، د( پیشبینی یک روزه، ج( پیشاعتبارسنجی، ب( پیش

 الف(

 ب(

 ج(

 د(

1301 1301 
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ای بهتر بین مقادیر واقعی و بهترین به منظور مقایسیییه

هییا در بینی شییییده، نمودار پراکنش آنمقییادیر پیش

است. این شکل شامل چهار نمودار  آورده شده( 1شکل 

وزه به همراه تطبیق بینیِ ین، دو، سییه رمربوط به پیش

 باشد.ها میآن

  

  

 
 

بینیِ الف( یک روزه، ب( دو روزه، ج( سه روزه و د( تطبیق نمودارها: نمودار پراکنش مربوط به روش منفرد، پیش 8شكل 

 های همراه با همبستگیبررسی -4-2

های در روش دوم در شیبکه مورد نظر با استفاده از مدل 

های قلا و اسیتان گلستان و داده آق ارتفاعی شیهرسیتان  

ینی بهای بالادست آن به پیشایسیتگاه هدف و ایستگاه 

 شود.  تا سه روز آتی پرداخته می دبی

های مقدار همبسییتگی هر ین از ایسییتگاه( 0شییکل در 

قلا مشییاهده رود و بالادسییت ایسییتگاه آقواقع بر گرگان

 ها؛اهشود. در این مطالعه از دو ترکیب این ایستگمی

قلا، تمرگرگیان، گنبد، به عنوان  هیای آق ایسیییتگیاه  -1

ها، تمامی ایستگاه -2ها با همبسیتگی کم و  ترکیب داده

قلا، سیییدگرگان، قزاقلی، تمرگرگان، گنبد، به عنوان آق

 شود.ها با همبستگی زیاد استفاده میترکیب داده

و خطیای میانگین مربعات   NSEمقیادیر  ( 3در جیدول  

هیای اعتبارسییینجی به همراه تعداد  داده هبرای مجموعی 

ها و زمان سییپری شییده در واحد ثانیه در هرین از  گام

ها های شیییبکه برای هرکدام از مجموعه دادهتعداد لایه

 .استآورده شده
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 بالادست هایایستگاه با قلاآق ایستگاه همبستگی و رابطه : نمودار3 شكل

 با استفاده از شش گروه داده همبستگیهای اعتبارسنجی در روش همراه با بینی دادهو خطای میانگین مربعات پیش NSE:مقادیر 3جدول

 سه روزه دو روزه یک روزه پیش بینی

 لایه داده
 زمان

  ثانیه(
 NSE RMSE گام

 زمان

  ثانیه(
 NSE RMSE گام

 زمان

  ثانیه(
 NSE RMSE گام

 2دبی هدف+ 

 یستگاها

2 ۱1 69 0۱1/9 910/9 ۱1 61 006/9 922/9 100 132 101/9 931/9 

0 13۱ ۱0 0۱۱/9 910/9 15۱ 03 003/9 922/9 100 11۱ 1۱0/9 933/9 

6 200 190 019/9 913/9 235 193 039/9 925/9 20۱ 19۱ 103/9 939/9 

 2دبی هدف + 

ایستگاه+ مدل 

 قلاارتفاعی آق

2 166 ۱0 011/9 913/9 123 61 003/9 922/9 133 74 315/1 127/1 

0 112 60 019/9 913/9 183 73 343/1 121/1 102 ۱6 012/9 92۱/9 

6 242 37 382/1 113/1 201 ۱۱ 001/9 921/9 21۱ 02 092/9 920/9 

 2دبی هدف + 

ایستگاه+ مدل 

ارتفاعی 

 گلستان

2 121 55 011/9 913/9 323 135 036/9 920/9 163 ۱1 091/9 921/9 

0 331 110 0۱1/9 910/9 09۱ 102 023/9 926/9 301 122 115/9 931/9 

6 210 ۱0 0۱0/9 910/9 315 190 031/9 923/9 333 05 096/9 921/9 

 0دبی هدف+ 

 ایستگاه

2 193 03 06۱/9 91۱/9 191 10 111/9 931/9 122 ۱1 130/9 931/9 

0 102 13 062/9 911/9 130 19 10۱/9 939/9 111 ۱0 133/9 931/9 

6 1۱9 ۱0 060/9 91۱/9 166 ۱9 099/9 939/9 310 190 103/9 93۱/9 

 0دبی هدف + 

ایستگاه+ مدل 

 قلاارتفاعی آق

2 116 09 06۱/9 91۱/9 120 ۱3 115/9 932/9 109 190 13۱/9 93۱/9 

0 260 09 062/9 911/9 201 00 101/9 939/9 235 09 126/9 931/9 

6 2۱1 ۱3 0۱2/9 916/9 259 12 10۱/9 939/9 235 ۱9 121/9 931/9 

 0دبی هدف + 

ایستگاه+ مدل 

ارتفاعی 

 گلستان

2 236 01 069/9 910/9 119 ۱۱ 093/9 920/9 103 12 125/9 930/9 

0 200 10 060/9 911/9 256 11 111/9 931/9 2۱3 02 113/9 909/9 

6 3۱0 193 066/9 91۱/9 316 1۱ 110/9 931/9 26۱ ۱1 136/9 93۱/9 
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های مقادیر اعتبارسینجی و بهترین نمونه ( 19شیکل  در 

بینی شیده در روش همراه با همبستگی نشان داده  پیش

 است.شده

ای بهتر بین مقادیر واقعی و بهترین به منظور مقایسیییه

ر هییا دبینی شییییده، نمودار پراکنش آنمقییادیر پیش

است.آورده شده( 11شکل 

 

  

  
های دبی ایستگاه هدف، در روش همراه با همبستگی، الف( مقادیر واقعی دبی جهت بینییِ بهترین پیش: بررس11شكل 

بینی سه روزهبینی دو روزه، د( پیشبینی یک روزه، ج( پیشاعتبارسنجی، ب( پیش
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 1401تابستان  شماره دوم   ال دهمس

  

  
روزه و د( تطبیق نمودارها سه( ج روزه، دو( ب روزه، یک( الف بینیپیش بستگی،هم با همراه روش پراکنش نمودار :11شكل 

 

 حساسیت آنالیز -4-3

در این بخش جهت اثبات اسیتحکام شبکه برای بهترین  

های ین، دو و بینینتایجِ حاصییل شییده مربوط به پیش 

اند. مقدار سییه روزه آزمایشییات ین بار دیگر تکرار شییده

ها و مقادیر اجرا شیییبکه در واحد ثانیه، تعداد گام زمیان 

 (0جدول یارهای ارزیابی مربوط هر ین از موارد در مع

 است.آورده شده

 های پیشین در آزمایشات آنالیز حساسیتدر روش و خطای میانگین مربعات در بهترین حالات اتفاق افتاده NSE: مقادیر 4 جدول

 همراه با وابستگی منفرد بینیپیش

 NSE RMSE گام (S زمان لایه داده NSE RMSE امگ (S زمان یهلا داده روز

 روزه 1
دبی 

 هدف
2 229 19۱ 011/9 913/9 

دبی هدف+ 

ایستگاه+ 2

مدل ارتفاعی 

 قلاآق

6 299 65 011/9 913/9 

 روزه 2
دبی 

 هدف
2 210 11۱ 005/9 922/9 

دبی هدف+ 

ایستگاه+ 2

مدل ارتفاعی 

 قلاآق

0 155 ۱9 059/9 921/9 

 روزه 3
دبی 

 هدف
6 209 195 109/9 939/9 

دبی هدف+ 

ایستگاه+ 2

مدل ارتفاعی 

 قلاآق

2 12۱ ۱2 011/9 921/9 
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 مقایسه -4-4

با  نتیایج آن  LSTMبرای اطمینیان از کیاراییِ شیییبکیه    

و  1های عصییبی مکرر سییاده، رگرسیییون سییاده  شییبکه

است. مقایسه گردیده 2بردار پشتیبانرگرسییون ماشیین  

که مکرر سییاده آورده نتایج حاصییل از شییب( 5جدول در 

 است.شده

رگرسیییون سییاده،   با اسییتفاده از شییبکه ( 6جدول در 

رگرسیییون ماشییین بردار پشییتیبان و سییه گروه داده؛ به 

هیای دبی ایسیییتگیاه هیدف تا سیییه روز آتی    بینیپیش

های اعتبارسنجی ها برای نمونهآنشیده و نتایج  پرداخته

 برای ینهبه پارامترهای است ذکر است. قابلآورده شیده 

 در 1 برابر c و 91/9گاما  دارای rbf شییبکه، کرنل این

 .شد گرفته نظر

 نتایج تحلیلبحث و  -5

های دبی ایسییتگاه حاضییر با اسییتفاده از داده در مطالعه

بالادست، مدل ارتفاعی منطقه و با  هایو ایسیتگاه  هدف

 بینی دبی دربه پیش یادگیری عمیق اسیییتفاده از روش

ا حاضر ب است. شبکهز آتی پرداخته شدهین الی سیه رو 

و خطای  NSEلایه و با اسیییتفاده از معیارهای  6و  0، 2

اسیییت. ارزیابی نتایج مییانگین مربعات بررسیییی شیییده 

حال با افزایش دهنیده کارایی نتایج بوده، درعین نشیییان

ها سیییرنزولی بینی مقادیر دقتتعداد روزهای مورد پیش

بینی ین روزه بالاتر از پیشاند. به عبارتی دقت داشیییته

بینی دو روزه بیشیییتر از بینی دو روزه و دقت پیشپیش

 باشد.بینی سه روزه میدقت پیش

مورد نظر چند عامل مانند  جهت ارزیابی بیشییتر شییبکه

سیییاز بررسیییی ها و تابع بهینهها، تعداد نورونتعداد لایه

ده، شدهکار برهای بهاند. در آزمایش تاثیر تعداد لایهشده

چه که توسیییط کائو و همکاران بیان شیییده برخلاف آن

 یهیا تیاثیر منفی بر نتایج شیییبکه  افزایش تعیداد لاییه  

LSTM  ها . درواقع افزایش تعداد لایه[21]اسیت  نداشیته

با تغییرات بسیار جزئی همراه بوده و گاهی باعث افزایش 

                                                           
1 Linear regression  
2 support vector regression 

اسیییت. با آزمایش تعداد ناچیز دقت شیییبکه نیز شیییده

هیای مختلف، این نتیجیه حیاصیییل گردیید که با     نورن

ها دقت شیییبکه بالا رفته و پس از د نورونبالارفتن تعدا

شیییود. بنابراین تعداد ین مقدار مشیییخص بی تاثیر می

اول در نظر گرفته، با افزایش  ها در لایهمتوسیییط نورون

ها نیز افزوده شیییده و سیییپس در ها بر تعداد نورنلاییه 

هیا دوبیاره بیه حیالت اولیه     هیای نهیایی تعیداد آن   لاییه 

از سد با آزمایش توابع بهینهاسیت. در مرحله بع برگشیته 

آدام این نتیجه حاصیییل  و 3مختلف میانند اس جی دی 

گردیید که مانند سیییایر تحقیقات انجام شیییده در این  

 .[22 و1]است ساز آدام مناسب بودهحیطه، تابع بهینه

طور که در بخش نتایج بیان شده، در روش منفرد همان

قلا نتیجه بهتری قاسیتفاده از مدل ارتفاعی شهرستان آ 

ست. ارتفاعی استان گلستان حاصل کردهنسبت به مدل ا

البته این امر ممکن است به دلیل رزولوشن مکانی پایین 

مدل ارتفاعیِ مورد اسیتفاده و نوع منطقه باشد. از طرف  

های دو دیگر در روش همراه با وابستگی، استفاده از داده

ای هقلا، یعنی ایسییتگاهایسییتگاه بالادسییتِ ایسییتگاه آق

بییا  5/9و میزان همبسیییتگی  متر 63گنبیید بییا ارتفییاع 

و میزان  متر 132ایسیییتگاه هدف و تمرگرگان با ارتفاع 

با ایستگاه هدف نتیجه بهتری را نسبت  2/9همبسیتگی  

است. این ها حاصیل کرده به اسیتفاده از تمامی ایسیتگاه  

های مورد اختلاف، بیه خصیییوی بیا افزایش تعیداد روز   

که یان نتایج شباست. در پابینی کاملا مشیهود بوده پیش

LSTM  با شبکه مکرر ساده، رگرسیون ساده و رگرسیون

ی است. همانند نتایجماشین بردار پشتیبان مقایسه شده

دسیییت آمد به (2929 که توسیییط آپایدین و همکاران 

بیشتر از شبکه مکرر ساده بوده ولی سرعت  LSTMدقت 

چه . مطابق آن[23]باشیید شییبکه مکرر سییاده بالاتر می

 بیان شد دقت شبکه  (2911  توسط لیانی و همکاران 

LSTM   بالاتر از شیبکه رگرسیون ماشین بردار پشتیبان

 .[11]باشد می
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 ساده RNNجهت قیاس روش پیشنهادی و شبكه  های اعتبارسنجیهای یک الی سه روزه برای دادهنییب: نتایج حاصل از پیش5 جدول

 2وابسته  RNN 1وابسته  RNN منفرد RNN بینیپیش

 NSE RMSE گام (Sزمان  NSE RMSE گام (Sزمان  NSE RMSE گام (Sزمان  لایه داده روز

 یک

 دبی هدف

2 152 193 0۱6/9 910/9 193 6۱ 019/9 913/9 21۱ 
10

0 
066/9 91۱/9 

4 535 251 381/1 113/1 210 00 0۱۱/9 910/9 239 
19

1 
0۱9/9 916/9 

6 369 111 0۱0/9 910/9 313 
19

3 
0۱1/9 910/9 210 05 062/9 911/9 

دبی هدف 

+ مدل 

ارتفاعی 

 قلاآق

2 03 62 0۱1/9 910/9 128 84 381/1 113/1 113 ۱0 060/9 916/9 

0 109 6۱ ۱10/9 916/9 1۱1 13 0۱0/9 910/9 109 03 062/9 911/9 

6 1۱0 ۱9 0۱5/9 915/9 230 02 0۱0/9 915/9 169 62 056/9 929/9 

دبی هدف 

+ مدل 

ارتفاعی 

 گلستان

2 191 195 0۱۱/9 910/9 123 ۱9 0۱۱/9 910/9 229 
13

9 
055/9 929/9 

0 119 11 0۱3/9 915/9 105 1۱ 0۱9/9 916/9 233 
19

0 
005/9 929/9 

6 001 111 0۱0/9 915/9 1۱0 65 0۱0/9 910/9 201 
19

0 
062/9 911/9 

 دو

 دبی هدف

2 01 03 039/9 925/9 50 53 021/9 926/9 05 00 110/9 931/9 

0 0۱ 63 031/9 925/9 205 
1۱

1 
032/9 920/9 192 ۱1 103/9 939/9 

6 110 05 039/9 925/9 139 61 032/9 920/9 390 
16

۱ 
161/9 932/9 

دبی هدف 

+ مدل 

ارتفاعی 

 قلاآق

2 173 115 335/1 124/1 10 50 039/9 925/9 00 63 113/9 932/9 

0 130 63 020/9 925/9 131 73 341/1 123/1 139 60 1۱1/9 933/9 

6 11۱ ۱0 01۱/9 92۱/9 012 
16

2 
010/9 92۱/9 221 11 162/9 935/9 

دبی هدف 

+ مدل 

ارتفاعی 

 گلستان

2 265 153 016/9 92۱/9 116 
19

1 
101/9 939/9 106 13 151/9 936/9 

0 161 ۱1 025/9 926/9 153 6۱ 021/9 925/9 1۱6 ۱۱ 110/9 931/9 

6 130 111 011/9 92۱/9 295 ۱0 039/9 925/9 295 ۱3 113/9 932/9 

 

 

 

 

 

 

 سه

 دبی هدف

2 ۱۱ ۱1 1۱0/9 933/9 192 
19

5 
095/9 921/9 09 09 2۱۱/9 900/9 

0 143 113 877/1 132/1 03 62 1۱5/9 933/9 11 50 162/9 930/9 

6 22۱ 123 161/9 930/9 193 50 112/9 932/9 319 
16

9 
۱00/9 901/9 

دبی هدف 

+ مدل 
2 196 61 150/9 935/9 124 81 318/1 128/1 11۱ 

11

0 
13۱/9 93۱/9 
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          ... جهت هواشنننناسنننی و ازدوریسنننن   هایداده ادغام
 فاطمه حسین زاده و همکاران

 
 

 

 

 

ارتفاعی 

 قلاآق
0 101 ۱3 1۱1/9 933/9 23۱ 

11

5 
162/9 930/9 130 66 11۱/9 930/9 

6 109 ۱2 166/9 930/9 106 ۱5 1۱9/9 933/9 1۱6 61 ۱00/9 901/9 

دبی هدف 

+ مدل 

ارتفاعی 

 گلستان

2 153 10 1۱5/9 932/9 190 50 10۱/9 939/9 103 19 112/9 909/9 

0 211 0۱ 169/9 930/9 201 
19

0 
162/9 930/9 220 06 111/9 930/9 

6 1۱۱ 65 169/9 930/9 22۱ 11 111/9 931/9 311 
11

9 
۱50/9 906/9 

 های اعتبارسنجیهای یک الی سه روزه دادهبینینتایج حاصل از پیش :3 جدول

 پشتیبان بردار ماشین رگرسیون ساده ونیرگرس بینیپیش

 NSE RMSE NSE RMSE داده روز

 ین روزه

 915/9 0۱6/9 910/9 0۱0/9 دبی هدف

 910/9 0۱0/9 913/9 019/9 ایستگاه 2دبی هدف + 

 911/9 060/9 91۱/9 060/9 ایستگاه 0دبی هدف + 

 دو روزه

 925/9 025/9 920/9 031/9 دبی هدف

 920/9 035/9 923/9 03۱/9 ایستگاه 2دبی هدف + 

 931/9 109/9 939/9 105/9 ایستگاه 0دبی هدف + 

 سه روزه

 930/9 161/9 933/9 1۱0/9 دبی هدف

 932/9 111/9 931/9 110/9 ایستگاه 2دبی هدف + 

 930/9 111/9 931/9 121/9 ایستگاه 0دبی هدف + 

 گیرینتیجه -3

بینی دقیق سییییل نیازی اسیییاسیییی جهت کاهش پیش

بینی دقیق تخلیه باشد، با این حال پیشخطرات آن می

تحلیل سییییل و ورودخیانه به دلیل پیچیده بودن تجزیه 

ای دشییوار ییرخطی بودن روند جریان رودخانه مسییئله

ای ههای عصبی مصنوعی به خصوی شبکهاست. شبکه

یادگیری عمیق عملکرد بسیار خوبی در مواجه با مسائل 

نوعی از LSTM پیچیییده و ییرخطی دارنیید. شیییبکییه 

ا ههای عصبی مکرر است، که جهت رفع معایب آنشبکه

د ای که داربکه به دلیل ساختار ویژهبه وجود آمد. این ش

در مسائل مربوط به سری زمانی، نتایج بسیار مناسبی را 

اسییت. از این رو در این مطالعه سییعی بر  حاصییل کرده

ا قلا واقع در استان گلستان ببینی دبی ایسیتگاه آق پیش

است. در این روش چندین شده LSTMاستفاده از شبکه 

قلا به صورت تنها ایستگاه آقهای دبی ترکیب داده؛ داده

های بالادسیییت آن، مدل ارتفاعی و به همراهِ ایسیییتگاه

به عنوان ورودی  قلا و اسییتان گلسییتان،شییهرسییتان آق

، دو و بینی یناند. در نهایت به پیششبکه استفاده شده

منجر شیید. ارزیابی این  سییه روزه دبی ایسییتگاه هدف 

ی میانگین و خطا NSEشییبکه با اسییتفاده از معیارهای  

و خطای میانگین  01/9بالاتر از  NSEمربعیات، با مقدار  

قابل قبول بودن  دهنیده ، نشیییان93/9مربعیات کمتر از  

 باشد.نتایج می

جهت سییاخت شییبکه مورد نظر چند عامل مانند تعداد  

د. انسیاز بررسییی شده ها و تابع بهینهها، تعداد نورونلایه

شیییده، نتایج کار بردهههای بدر آزمایش تاثیر تعداد لایه
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ها تاثیر زیادی بر انید که افزایش تعداد لایه نشیییان داده

های اسییت. با آزمایش تعداد نورندقت حاصییل نداشییته

 ها بر عملکردمختلف این نتیجه حاصل شد که تعداد آن

شییبکه موثر بوده و تعداد بسیییار کم و یا بسیییار زیاد آن 

با آزمایش شیییود. در مرحله بعد بیاعث کاهش دقت می 

سییاز مختلف، این نتیجه حاصییل گردید که   توابع بهینه

سیییاز آدام تیابعی منیاسیییب در این زمینه   تیابع بهینیه  

 است.بوده

بینی دبی ایستگاه هدف در سه روز در این مطالعه، پیش

کاهش دقت با  اسیت. نتایج نشان دهنده آتی انجام شیده 

بخش  طور کلی نتییایج در دوانید. بیه  افزایش روزهیا بوده 

اسیییت. در روش منفرد و دارای همبسییتگی ارائه شیییده 

منفرد تنها از دبی ایستگاه هدف و مدل ارتفاعی استفاده 

شیده، در صیورتی که در روش دارای همبستگی از دبی   

های بالادسیییتِ ایسیییتگاه هدف نیز اسیییتفاده ایسیییتگاه

بینی شده در این دو است. در بهترین حالات پیششیده 

بینی ین روزه، که در پیش اسییتروش، مشییخص شییده

تفاوتی بین نتایج روش منفرد و دارای همبستگی وجود 

ها این اختلاف بیشتر شده ندارد ولی با افزایش تعداد روز

است. و روش دارای همبستگی دقت بالاتری را ارائه داده

های ین الی سه روزه بالاترین بینیبرای هر ین از پیش

دون اسیییتفاده از مدل ، در روش منفرد، بی NSEمقیادیر  

ارتفاعی و در روش دارای همبستگی، با استفاده از مدل 

اسیییت. البته دلیل این امر ممکن قلا رخ دادهارتفاعی آق

اسیییت، نوع منطقه  اختلاف ارتفاعی کم( و رزولوشییین 

مکانی پایین مدل ارتفاعی باشیید. از طرف دیگر در روش 

یسییتگاه که های دو اهمراه با وابسییتگی اسییتفاده از داده

همبسییتگی کمتر داشییتند نتیجه بهتری را نسییبت به   

اند. در پایان، ها حاصییل کردهاسییتفاده تمامی ایسییتگاه 

با شبکه مکرر ساده، رگرسیون ساده  LSTMنتایج شبکه 

ت. اسو رگرسییون ماشیین بردار پشییتیبان مقایسه شده  

کار به LSTMنتایج نشییان دادند که به طورکلی شییبکه  

مطالعه حاضیییر دارای بیشیییترین دقت برده شیییده در 

 است.بوده

نی بیای مناسب جهت پیشهای این مطالعه گزینهیافته

قلا، کییه دارای آمییار وقوع سییییلاب شیییهرسیییتییان آق 

باشیید. این های زیاد در چند دهه اخیر بوده، میسیییلاب

لابِ هر بینی سیشبکه به دلیل استحکام بالا، برای پیش

متری فعال حداقل از ین ای که ایسیییتگاه هیدرومنطقه

تواند نتایج قابل قبولی ارائه دهه اخیر داشییته باشیید می 

سیییازی با همچنین روش مورد نظر، قابلیت پیادهدهید.  

توجیه بیه شیییرایط مختلف اقلیمی و کمبود منابع داده   

 با توجهباشد.  مانند تصیاویر پهپاد( در کشیور را دارا می  

های ارتفاعی ادهها  دهای دسترسی به دادهبه محدودیت

های مرتبط( در ارتباط با قدرت تفکین بالا و سییایر داده

با بلایای طبیعی در کشیییور که در این پژوهش به ریم 

های مسییئول در ها و ارگانمراجعات متعدد به سییازمان

ی مناسیییب در اختیار قرار نهیایت و در فاز اجرایی داده 

اده از تفهایی که بتوانند با اسیییکارگیری روشنگرفت، به

ای رایگان و ایسییتگاه های ماهوارههای موجود  دادهداده

هیدرومتری فعال( نتایج مناسیییبی را کسیییب نمایند، از 

 اهمییت بسیییزایی در مدیریت بحران برخوردار اسیییت. 

های صورت گرفته توسط براین، با توجه به بررسیی علاوه

ای با این اسیتحکام در داخل کشور  مولف، چنین مطالعه

ای بهتر، در جهت دستیابی به نتیجه اسیت. نشیده  انجام

های مطالعات بعدی سیییعی بر اسیییتفاده از سیییایر داده 

تاثیرگذار بر وقوع سیییلاب، مانند بارندگی و اسییتفاده از  

ای و مدل ارتفاعی با رزولوشییین مکانی تصیییاویر ماهواره

ه مدل مورد استفاد باشد. از طرف دیگر، توسعهبیشتر می

خودکار، باعث سیییرعت بالاتر و کارایی  بیه میدلی کاملا  

 بیشتر آن خواهدشد.
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Abstract 

Accurate flood forecasting is a vital need to reduce its risks. Due to the complicated structure of flood and 

river flow, it is somehow difficult to predict the exact time of flooding. Artificial neural networks, such as 

frequent neural networks, offer good performance in time series data. In recent years, the use of Long Short 

Term Memory networks has attracted a lot of attention due to the shortcomings  of the frequent neural 

networks. In this study, it is tried to predict the daily discharge of the Aqqala station in Golestan provice, for 

the next three days, using Long Short Term Memory network. This network is very suitable for time series 

predictions, due to its special structure and ability to learn long-term dependencies. On the other hand, the 

desired network is stable and contains the maximum default parameters, which indicates its usability for other 

regions. Furthermore, this algorithm has the ability to use topography and flow data from other stations in the 

region. To predict the discharge at the target station, several data combinations; the discharge data of Aqqala 

station alone and together with its upstream stations, the elevation model of Aqqala city and Golestan province 

were used as network inputs. The present research findings were compared with simple regression network, 

support vector machine-regression, and frequent neural network. The results show that Long Short Term 

Memory network is superior to other networks with Nash-Sutcliffe Efficiency values above 91%. In future 

studies, authors are going to use other influential data on flood occurrence as well as the development of the 

applied network into fully automated network. 
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