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 چکیده

اند. یکی بسیار مورد توجه قرار گرفتهصاویر ابرطیفی ت مکانی-بندی طیفیطبقه های مبتنی بر یادگیری عمیق به منظورمدل های اخیردر سال

-بندی تصاویر ابرطیفی است. این مدلطبقه ندیفراهای عمیق در نظر گرفتن همزمان اطلاعات مکانی و طیفی در های روشویژگی نیترمهماز 

ها نیازمند یده هستند و تنظیم دقیق پارامترهای آنهای بالا، از نظر محاسباتی بسیار پیچشده با دقتبندیهای طبقهتولید نقشه رغمیعلها 

مکانی -ی اطلاعات طیفیمؤثرتر که بتواند به طور تعداد زیادی نمونه آموزشی است. برای حل این مشکلات، نیاز به ارائه روشی با ساختار ساده

مکانی -تولید ویژگی طیفیر روش جدیدی به منظور در تحقیق حاضشود. در این راستا، احساس می ،موجود در تصویر ابرطیفی را استخراج کند

به  نویز کمینهتبدیل کسر  دار ول وزنکرنماتریس در روش ارائه شده از دو تکنیک نمایش محلی . توسعه داده شده است ابرطیفیتصاویر  از

تولید شده از شبکه  مکانی -طیفیای هویژگیشود. میاستفاده مکانی عمیق -طیفیهای صورت پشت سر هم و تکراری به منظور تولید ویژگی

های مختلف است، در ی تبدیل کسر نویز کمینه در عمقهامؤلفههای استخراج شده از غیرخطی محلی میان ویژگی پیشنهادی که بیانگر رابطه

ریتم پیشنهادی بر روی دو الگو. شودمیداده الگوریتم ماشین بردار پشتیبان  بندی بهبه منظور طبقهسپس نهایت به یکدیگر الحاق شده و 

بندی طیفی و چهار روش . عملکرد روش پیشنهادی این مقاله با روش طبقهسازی شده استپاین و دانشگاه پاویا پیاده نایندی طیفیابرتصویر 

دهد که در تصویر های صورت گرفته نشان میاند، مقایسه شده است. مقایسههای اخیر پیشنهاد شدهمکانی دیگر که در سال-بندی طیفیطبقه

های طیفی است. بندی تصویر با ویژگیبهتر از دقت طبقه %10و دانشگاه پاویا بیش از  %20ایندین پاین دقت روش پیشنهادی بیش از 

 بهتر است.   %1مکانی، دقت روش پیشنهادی به طور متوسط -بندی طیفیهمچنین در مقایسه با چهار روش دیگر طبقه
 

 .تولید ویژگی ،ابرطیفی ،بندی، طبقهداروزنکرنل ماتریس محلی  نمایش:  هاکلیدواژه
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1403بهار  شماره نخست   ال دوازدهمس

 مقدمه -1

به منظور های اخیر در سالای استفاده از تصاویر ماهواره

 .زمیناای بساایار رایااا شااده اساات هاااییاادهپااایش پد

و متعدد از  باریک یهای ابرطیفی با اخذ باندهاجندهسن

ایی و تفکیااک طیااف الکتروماناطیساای توانااایی شناساا

کناد.  یزمینی را فراهم ما  یهاکلاسها و یدهپد تریقدق

فراواناای اسااتفاده  یهااااز تصاااویر ابرطیفاای در حااوزه 

بناادی آنهااا طبقااه ینتاارشااود کااه یکاای از مهاام ماای

باه طاور سانتی باه منظاور      . زمینای اسات   یهاپوشش

هاای طیفای   یفی تنها از ویژگای ابرطبندی تصاویر طبقه

 اسات  داده نشاان  پیشین ما تحقیقاتا ،شوداستفاده می

 باه  منجار  تنهاایی  باه  طیفی هایویژگی از استفاده که

 شاود. ینما  بالا دقت با شده بندیطبقه یهانقشه تولید

 بنادی، طبقاه  دقات  افازایش  برایحل راه یک عنوان به

 کناار  در نیز تصویر بافت و مکانی هایویژگی از استفاده

د شاده  پیشانها  طیفای در پیشاینه تحقیاق    هایویژگی

های مختلفی به منظور استخراج تاکنون روش. [1] است

های مکانی پیشنهاد شده که هر کدام از منظاری  ویژگی

تارین  کنناد. از مهام  ساازی مای  اطلاعات مکانی را مدل

هاای  ، ویژگای 1های مورفولاویی توان به پروفایلمی هاآن

باناک فیلتار گاابور،     رخاداد، مساتخرج از مااتریس هام   

( و LBP)2باینری محلای های موجک، روش الگوی ویژگی

ذکار  های روش. [3 و 2]های فرکتالی اشاره کرد ویژگی

دقات عملکارد مناسابی    و اگرچه که از نظر زماان   شده

پارامترهااای دقیااق تنظاایم  منااددارنااد امااا عماادتا  نیاز

از سوی دیگر کاربر باا توجاه    هستند. همچنین مختلفی

بایسات در ماورد ماؤثر باودن هار یاک از       به منطقه می

به عباارت   .تصمیم بگیرد ی تولید ویژگی مکانیهاروش

یک ویژگی که در یک منطقه توانسته است دقات   دیگر

بنادی باالایی را تولیاد کناد امکاان دارد در یاک       طبقه

 .برخوردار نباشد مناسبمنطقه دیگر از آن عملکرد 

محققاین   های اخیرها، در سالچالشبه منظور حل این 

                                                           
1  Morphological Profiles 
2  Local binary patterns 

بنادی  عمیاق باه منظاور طبقاه     یاادگیری  هایاز روش

فااز   ساازی یکپارچاه  .دانا استفاده کرده ابرطیفیتصاویر 

هاای  تارین مزیات  بنادی از مهام  تولید ویژگای و طبقاه  

هاای سانتی   یادگیری عمیق نسبت باه روش  یهاروش

های یادگیری عمیق مانند به بیان دیگر روش .[4] است

 ایاان توانااایی را دارنااد کااه  ،3یکانولوشاان هااایشاابکه

 خودکاار به صاورت   را مکانی مناسب-طیفی هایویژگی

ساه  به طور کلای  بر مبنای پیشینه تحقیق تولید کنند. 

اق حا اتوانکادر ال  یهاا نامعمیق با  های عصبینوع شبکه

 یهاای کانولوشان  شابکه  و ،5های باور عمیاق شبکه ،4شده

 ابرطیفای  بنادی تصااویر  در طبقاه را ها بیشترین کاربرد

 هاای مادل  بنادی تعادادی از  . به منظور جماع اندداشته

 اناد اساتفاده شاده  در سانجش از دور   که تاکنون عمیق

مراجعاه   (2019توان به تحقیق پائولتی و همکاران )می

های منحصر به ویژگیها و مزیترغم تمام علی. [5] کرد

 باا  هاا آن از اساتفاده  ،شانی انولوک عصبی هایشبکهفرد 

ایان   تارین دو مورد از مهام  است. همراه نیز هاییچالش

و نیااز باه تعاداد     شابکه  آموزش طولانی زمان هاچالش

های آموزشی زیاد به منظور تعیین دقیق پارامترهاا  داده

 .[6]است 

هاای ذکار شاده در اساتفاده از     به منظور حال چاالش   

-یرا  در حوزه بیناایی ماشاین روش  اخهای عمیق، شبکه

-توانند از هار دو مزیات روش  اند که میارائه شده هایی

 جملاه  از .هاای سانتی بهاره ببرناد    های عمیاق و روش 

شابکه تبادیل    روش تاوان باه  ها میروش ین اینترمهم

 تبادیل  از آن در که کرد اشاره )PCANet( 6اصلی مؤلفه

صورت سلسله مراتبی به منظاور  به  )PCA (7اصلی مؤلفه

از  .[7] شاود های عمیاق اساتفاده مای   استخراج ویژگی

                                                           
3 Convolutional neural network 

4 Stacked autoencoders 

5 Deep belief network 

6 Principal components network 

7 Principal component analysis  
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            نمتای.   شتبکه  از استففاده  با ابرطیفی تصاویر بندیطبقه
 بهنام اصغری بیرامی و مهدی مخفارزاده

 

بارای تولیاد   ها این است که های این شبکهجمله مزیت

-متاداول شابکه   فاز آموزش های مکانی نیازی بهویژگی

از این رو استفاده از آنها به طور کلی  ندارند، های عمیق

های عمیق هماراه نیسات. در حاوزه    های روشبا چالش

  1تصاادفی هاای ناواحی   شابکه سنجش از دور ابرطیفی 

(RPNet)  هاای  م از شابکه با الهااPCANet   توساعه داده

نولوشانی  و اپراتورکا PCA از تبادیل اند که در آنهاا  شده

تولیاد   بارای  تصادفی به صورت سلسله مراتبی و متوالی

. [6]شاود  مای عمیق استفاده  مکانی-طیفی هایویژگی

هاای  کاه تولیاد ویژگای    RPNetهرچند که ایده اصالی  

 PCAعمیااق بااا اسااتفاده از کانولوشاان ساااده و تباادیل 

ایان  است، بسیار ساده و سریع است اما از آنجاایی کاه   

از عملگر کانولوشن ساده و خطای در فااز تولیاد     شبکه

کنند، قادر نیست در مناطق پیچیاده  استفاده می ویژگی

بندی نی مناسبی به منظور طبقهمکا -های طیفیویژگی

 تصاویر تولید کند.  

مکانی که تااکنون  -های تولید ویژگی طیفیتمامی روش

هاای محلای یاا    در مورد آنها صحبت شد از کوواریاانس 

. کنناد پوشی میوابستگی مکانی محلی بین باندها چشم

تواناد  یماطلاعات موجود در ماتریس کوواریانس محلی 

بنادی تصااویر   ش دقات طبقاه  کمک شاایانی باه افازای   

. در ایاااان راسااااتا، فاناااا  و [8]ابرطیفاااای کنااااد 

روش نماااایش محلااای مااااتریس   )2018(همکااااران

بناادی تصاااویر  را باارای طبقااه  )LCMR( 2کوواریااانس

. در ایاااان روش از [8]ابرطیفاااای توسااااعه دادنااااد  

کوواریاانس در اطارا     توصیفگرهای مبتنی بر ماتریس

مکانی اساتفاده  -های طیفیهر پیکسل به عنوان ویژگی

شود. از آنجایی که توصیفگرهای کوواریانس برای هر می

پیکساال بااه صااورت ماااتریس هسااتند در نهایاات از    

با کرنال   )SVM( 3کننده ماشین بردار پشتیانبندیطبقه

                                                           
1 Random patches network 
2  Local covariance matrix representation  
3 Support vector machines 

دهی به هر پیکسال  اقلیدسی به منظور برچسب-لگاریتم

-های اصلی این روش سرعت طبقهاستفاده شد. از مزیت

هاای  بندی بالا و دقت مطلوب در هنگاام وجاود نموناه   

آموزشی بسیار کم است. باه دلیال آنکاه روش فانا  و     

همکاران تنها از اطلاعاات طیفای باه منظاور محاسابه      

هاای  نناد نقشاه  کتوصیفگرهای کوواریانس استفاده مای 

ی تولید شده همچنان دارای نویز هساتند. باه   بندطبقه

مفهاوم  ) 2019(منظور حل این مشکل، یاوو و همکاران 

 4بنادی قلاه چگاالی   ماتریس کوواریانس بر مبنای خوشه

(DPCR)  را توسااعه دادنااد کااه در آن از بااردار ویژگاای

چگالی جهت تولید ورودی ماتریس کوواریانس اساتفاده  

. روش ارائه شاده توساط آنهاا توانسات تاا      [9]شود می

از  حدودی دقت روش فان  و همکاران را بهبود ببخشد.

آنجایی که در روش فان  و همکاران از یاک پنجاره باا    

ابعاد ثابات باه منظاور اساتخراج توصایفگرهای محلای       

-های کوواریانس محلای نمای  شود، ماتریساستفاده می

عوارض موجاود  توانند توصیفگرهای مناسبی برای تمام 

در تصویر با ابعاد مختلف باشاند. از ایان رو در تحقیاق    

های کوواریاانس چناد مقیاسای )کاه     از ماتریس دیگری

حاصل از محاسبه ماتریس کوواریاانس در ابعااد پنجاره    

-بندیمختلف در اطرا  هر پیکسل است( در کنار طبقه

کننده شبکه عصبی عمیق پیچشی دو بعدی به منظاور  

. [10]صاویر ابرطیفی استفاده شاده اسات   بندی تطبقه

به عنوان راه حل دیگری برای مشکل ذکر شاده   مجددا 

ی دیگااری در تحقیااق فاناا  و همکاااران در مطالعااه  

روشی چناد مقیاسای را بار    ) 2020(احمدی و مهرشاد 

مبنای مفهوم سوپر پیکسل و ماتریس کوواریانس بارای  

. به منظاور  [11]بندی تصاویر ابرطیفی ارائه دادند طبقه

ی عصبی عمیاق  هاشبکههای ییتوانااز  زمانهماستفاده 

( 2019) و توصایفگرهای کوواریاانس، های و همکااران    

ی عمیااق مبتناای باار کوواریااانس را باارای   هاااشاابکه

کاه   اناد دادهی تصاویر سنجش از دوری توسعه بندطبقه

                                                           
4 Density peak covariance representation 
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1403بهار  شماره نخست   ال دوازدهمس

. [12] هاای مرتباه دوم را دارد  ی آمااره سازمدلتوانایی 

اسااتفاده از توصاایفگرهای کوواریااانس اگاار چااه دارای  

هاایی مانناد سارعت باالا و عملکارد مطلاوب در       مزیت

های آموزشی محدود اسات اماا بایاد    هنگام وجود نمونه

ساازی  توجه داشت که این توصیفگرها تنها توانایی مدل

های خطی را دارد، در حالی که به طور کلی در وابستگی

الزامای وجاود نادارد کاه ایان       یک فضا ویژگی پیچیده

یرا  اخ. به منظور حل این مشکل [13]فرض برقرار باشد 

ریس در حوزه بینایی و شناسایی الگو، روش نمایش ماات 

های بالاتری نسبت به نمایش مااتریس  یتقابلکه  1کرنل

کوواریانس دارد پیشنهاد شده است که هنوز تحقیقااتی  

در این حوزه در سانجش از دور ابرطیفای انجاام نشاده     

. اساتفاده از نمااایش محلای ماااتریس   [14 و 13]اسات  

های غیرخطی و دهد که وابستگیکرنل این امکان را می

بنادی  توانند در فرآیند طبقههای مرتبه بالا که میآماره

 باشند نیز در نظر گرفته شود.  مؤثرتصاویر ابرطیفی 

د با این اوصا  انگیزه اصلی این تحقیق ارائه روشی جدی

هاای عمیاق   است که بتواند بر مبنای ایده کلای شابکه  

مکانی -های طیفییعنی استخراج سلسله مراتبی ویژگی

-و روش تولید ویژگی نمایش محلی ماتریس کرنال وزن 

هاای  ساازی وابساتگی  )که قادر به مدل )WLKMR( 2دار

-های مرتبه بالا اسات(، ویژگای  محلی غیرخطی و آماره

بنادی  ی باه منظاور طبقاه   مکانی با کیفیتا -های طیفی

تصاویر ابرطیفی تولید کند. پس به طور خلاصه نوآوری 

نماایش  ای جدید بر مبنای روش این تحقیق ارائه شبکه

  3دار و تبدیل کسر نویز کمینهمحلی ماتریس کرنل وزن

(MNF)صورت سلساله مراتبای و    است بهقادر  است که

مکانی مناسب را بارای طبقاه  -های طیفیعمیق ویژگی

روش ارائه شده علاوه  بندی تصاویر ابرطیفی تولید کند.

ای داشته و از آنجایی کاه  ساختار سادهبر دقت مناسب، 

                                                           
1 Kernel matrix representation 
2 Weighted local kernel matrix representation 

3 Minimum noise fraction 

-دارای فاز آموزش به سبک شابکه منظور تولید ویژگی 

نسابت باه    نیاز  محاساباتی از نظار   نیسات، های عمیق 

 . است تربه صرفه های عمیقروش

 ت: در بخاش دوم مقاله در ادامه به شرح زیر اس ارساخت

از معرفی روش استخراج ویژگی تبدیل کسار ناویز    پس

مکاانی نماایش   -های طیفییژگیوکمینه و روش تولید 

 پیشانهادی  تحقیاق روش دار، محلی ماتریس کرنل وزن

اساات. در بخااش سااوم، دو مجموعااه داده   شااده ارائااه

ر هاا با  ابرطیفی ایندین پاین و دانشگاه پاویا که آزمایش

شاوند. در بخاش   م شده است، معرفی مای روی آنها انجا

 یرگاذار بار عملکارد روش   تأثچهارم در ابتدا پارامترهای 

-شود و پس از آن نتایا دقت طبقهارائه شده بررسی می

-بندی روش پیشنهادی با چند روش دیگر مقایسه مای 

 صورت تحقیق بندیجمع آخر بخش در نیز یتا نهاشود. 

 .دگیرمی

 روش تحقیق -2

از مرور کوتاه بر تبادیل کسار ناویز     پست در این قسم

دار بارای تولیاد   کرنل وزننمایش محلی و روش  کمینه

 پیشاانهادی تحقیااقالگااوریتم  ،مکااانی-طیفاایویژگاای 

 .تشریح شده است

 کمینهتبدیل کسر نویز  -2-1

Mماتریس تبدیل dW R  را در نظر بگیرید. اگر
M PX R  های طیفی، به عنوان ماتریس ویژگیراM 

های ها باشد، ویژگیتعداد پیکسل P و باندهاتعداد 

 :[8]آیند ( به دست می1یافته با رابطه)کاهش بعد

 

TY                                          (1رابطه) W X 

 مؤلفاه توان به صورت حاصل جماع دو  را میX  ماتریس

 بازنویسی کرد: (2رابطه)به صورت   Nو نویز  Sسیگنال 

X                                         (2رابطه) S N  

تاوان باه   را مای   X( کوواریانس مااتریس  2رابطه)بر  بنا

 نمایش داد:( 3رابطه)صورت حاصل جمع 
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                              (3رابطه)
X S N    

هاای نهاایی بار اسااس نسابت      ویژگی MNFدر تبدیل 

SNR شاود از ایان رو مااتریس تبادیل     مرتب میW   باا

 :[8]آیدبه دست می( 4رابطه)

)        (4رابطه) ) / ( )T T

W S Nargmax W W W W    

از بردارهای ویاژه متناا ر    Wه صورت خلاصه ماتریس ب

1 مرتب شاده  با مقادیر ویژه

N X

     آیاد.  باه دسات مای

از  Nکوواریاانس مااتریس ناویز     آوردنبرای باه دسات   

 )MAF( 1روش بیشااترین/کمترین فاااکتور اتوکورلیشاان

 .[15]شود میاستفاده 

 دارنمایش محلی ماتریس کرنل وزن -2-2

 نشان داد که ماتریس کوواریانس توانیمظر ریاضی از ن

شاود. باه   به صورت یک تابع کرنل خطی بازنویسی مای 

ی سازمدلعبارت دیگر، ماتریس کوواریانس تنها توانایی 

ز اها را دارد و اطلاعاتی ی خطی میان ویژگیهایوابستگ

ر باه  . از سوی دیگا [14]دهد ی مرتبه بالاتر نمیهاآماره

صورت کلی هیچ الزامی وجود ندارد که وابستگی میاان  

ها در تصاویر ابرطیفی خطای باشاد از ایان رو در    ویژگی

رساد کاه اساتفاده از تواباع     به نظر مای  یک حالت کلی

تواناد  کرنل غیرخطی باه جاای کوواریاانس خطای مای     

بنادی  های بهتری به منظاور طبقاه  موجب تولید ویژگی

برطیفی شود. باه ایان منظاور در ایان تحقیاق      تصاویر ا

دار روشی تحت عنوان نمایش محلی ماتریس کرنل وزن

(WLKMR)   توسعه داده شده است که در ادامه توضایح

 شود.آن بیان می

اگر در نظر بگیرید که 
1X 2وX 3وXو ...وMX  هر

درجات خاکستری  دهندهشینمای بردارها کدام

 L=l×lدر یک پنجره فرضی با ابعاد  هاکسلیپمجموعه 

اطرا  هر  های پنجره است(تعداد کل پیکسل L )که

1iXهای تصویر باشد )یک از پیکسل L  وM  تعداد

                                                           
1 Maximum/minimum autocorrelation factor 

اتریس کرنل با ابعادهای مباندها(، هر کدام از درایه

M M  میان دو باندi و j   در ادامه با استفاده از کرنل

 شود:محاسبه می( 5رابطه)با  )RBF( 2تابع پایه شعاعی

)2               (5رابطه) , ) ( || || )i ji j exp X X      

توجه داشت که باید پارامتر کرنل است. (،5در رابطه)

ماتریس کوواریانس که احتمال تکینگای آن در   برخلا 

صورت کوچک بودن پنجره محلی وجود دارد، مااتریس  

کرنال فااوق فاار  از اناادازه پنجااره فرضای اطاارا  هاار    

استفاده از نماایش   .[14]غیرتکینه است عمدتا  ،پیکسل

 هااایکرناال امکااان اسااتفاده از کرناال محلاای ماااتریس

کاه هار کادام از     دهاد مای مختلفی را در ساختار خاود  

ی رواباط پیچیاده   سااز مادل ی مختلفی توانایی هاجنبه

 کاه  RBFها را دارد. در این مقالاه از کرنال   میان ویژگی

نسبت  یعملکرد مناسبو است  یقو یخطریغ یک کرنل

، دارد یمحلا  یهاا یژگیاستخراج و یبراها به بقیه کرنل

 .[14] استفاده شده است

هاای  متاداول همانناد ساایر روش   روش  کیا به عنوان 

 یهاا یژگا یوهای مکاانی در ایان تحقیاق    تولید ویژگی

WLKMR در  باا انادازه ثابات    هاایی با استفاده از پنجره

وجه داشت باید ت. شده استمحاسبه  اطرا  هر پیکسل

که به صورت معمول هرچه از پیکسال مرکازی پنجاره    

های شود احتمال اینکه شباهت پیکسلفاصله گرفته می

پنجره و پیکسل مرکزی کاهش یابد وجود دارد، از ایان  

های تولید شده نمایش بایست وزن آنها در ویژگیرو می

محلی ماتریس کرنل کاهش پیدا کند. از این رو در ایان  

تاا هار    طوری تاییر داده شاده اسات  ( 5) طهتحقیق راب

را بار اسااس فاصاله آن از     ودخا  مخصوص وزن کسلیپ

هاای نماایش محلای    ی در محاسبه ویژگیمرکز کسلیپ

مختصاات   ستمیداشته باشد. اگر مرکز س ماتریس کرنل

قرار گرفتاه باشاد، وزن    l×lپنجره  یمرکز کسلیپ یرو

باه   (7بطه )با را( r ،cدر پنجره با مختصات ) کسلیهر پ

                                                           
2 Radial basis function  
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 شود:یمحاسبه م ریزصورت 

2                                   (6رابطه) 2( )R r c  

 

)1                        (7رابطه) , )
( 1)

weight r c
R




 

 تیا نهایاجتنااب از با  برای  (7)رابطه در مخرج  1عدد 

 .اعمال شاده اسات  پنجره  یمرکز کسلیوزن در پشدن 

د، نشان داده شو Wها در پنجره با کسلیاگر بردار وزن پ

-ینشاان داده ما   (8)رابطاه  ( با 5) رابطه دارنسخه وزن

 :شود

)2       (8رابطه) , ) ( || . . || )i ji j exp W X W X    

دار کااردن نمااایش محلاای  وزن ی سااادهاسااتراتژ نیااا

 یهااایژگاایعملکاارد و موجااب بهبااود ماااتریس کرناال

باه   .شاود مای  کرنال  سیرماتی محلمستخرج از نمایش 

ساازی و کااهش تعاداد پارامترهاای روش     منظور سااده 

با استفاده از روش سعی و خطا  پیشنهادی، در ادامه کار

در نظار گرفتاه شاده اسات.      1برابر باا عادد    ،،مقدار

بیانگر هر المان ماتریس نمایش محلی کرنال   (8)رابطه 

یش محلی کرنل باه صاورت   دار است و ماتریس نماوزن

 شود:نمایش داده می( 9)کلی با رابطه 

             (9رابطه)
(1,1) (1, )

( ,1) ( , )

M

K

M M M

 

 

 
 


 
  

 

از  1تاوان باه منظاور تولیاد مااتریس معبات تعریاف       می

در  اساتفاده کارد.   هاای مقیدساازی  از روش Kماتریس 

هاایی باا کیفیات باالاتر از     به منظور تولید ویژگی ادامه

تجزیاه  اگار  شاود.  یتم ماتریس اساتفاده مای  عملگر لگار

TK  بااا K ماااتریس مقاادیر ویااژه  U U   نشااان داده

تاااوان باااایآن را مااا logm لگااااریتم شاااود، عملگااار

                                                           
1 Positive defined 

( ) ( ) Tlogm K Ulog U  پااس از . [8] اساابه کااردمح

قطار اصالی و   ، از عناصر لگاریتم ماتریس کرنل محاسبه

 نهاایی  یهاا یژگا ی( باه عناوان و  نییپاا  ای)معلت بالایی 

ایان فرآیناد در اداماه     شاود. یاستخراج شده استفاده م

دار نامیاده  سازی ماتریس نمایش محلی کرنل وزنخطی

 Mشود. بدیهی است که اگر تعداد باندهای تصاویری  می

Mبرابر باا  Kماتریس  باشد ابعاد M  و تعاداد ویژگای-

)  های نهاایی اساتخراج شاده برابار باا      1)
2

M M  

 است.

 روش پیشنهادی -۳-2

ر باا  شد، در چند سال اخیا  عنوانتر یشپکه  طورهمان

هاای شابکه عصابی عمیااق،    الهاام از ایاده اصالی روش   

را  مکاانی -طیفیهای ویژگیهایی که بتواند توسعه مدل

به صورت سلسله مراتبی استخراج کند و بار محاساباتی  

های عمیق داشته باشاد، بسایار   کمتری نسبت به روش

 هاا مورد توجه قرار گرفته است. به طور کلای ایان روش  

یند تولیاد ویژگای   فرادارای این ایده اساسی هستند که 

اری ها به صاورت تکار  کانی و کاهش بعد در آنم-طیفی

شود. در هماین راساتا در تحقیاق حاضار باه      انجام می

ز روش مکاانی عمیاق ا  -های طیفای منظور تولید ویژگی

دار و روش کسار ناویز   نمایش محلی ماتریس کرنل وزن

شاود. روش تولیاد   کمینه به صورت تکراری استفاده می

-کانی نمایش محلی ماتریس کرنال وزن م-ویژگی طیفی

-اناایی باالایی در مادل   دار یک روش ساده است کاه تو 

ی مرتباه  هاآمارههای غیرخطی و سازی محلی وابستگی

 بالا دارد.  

( فلوچارت کلی روش پیشنهادی با عمق فرضی 1شکل)

 دهد.را نشان می 2
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 2با عمق برابر با (DeepWLKMR) : فلوچارت روش پیشنهادی 1شکل 

مکانی سلساله  -یفیهای طبه طور کلی استخراج ویژگی

ین بندی تصویر با روش ارائه شده که از امراتبی و طبقه

مرحله باه   6دارای شود، نامیده می DeepWLKMRپس 

 شرح زیر است:

( در ابتدا به کماک تبادیل کسار ناویز کمیناه ابعااد       1

 مؤلفاه  10کناد و  تصویر ابرطیفی اصلی کاهش پیدا می

 ین دلیال انجاام  شود. این مرحله به ااول آن انتخاب می

شود که بانادهای مجااور در تصاویر ابرطیفای دارای     می

باشااند و اسااتفاده از تمااامی ایاان همبسااتگی بااالا ماای

ینااااد تولیااااد ویژگاااای فراباناااادهای همبسااااته در 

DeepWLKMR     سبب تولید بردار ویژگی باا حجام باالا

شود که به تبع آن حجم محاسابات بعادی نیاز باالا     می

 رود.می

 داروزنماتریس نمایش محلای کرنال    ( در مرحله دوم2

( با در نظر گارفتن یاک مقادار معاین ابعااد      (9)رابطه )

 شود.یمپنجره تولید شده و سپس لگاریتم آن محاسبه 

سازی خروجی لگااریتم  ( در این مرحله عملیات خطی3

شاود. عملیاات   دار انجام  میماتریس نمایش محلی وزن

-اصلی و درایه ی قطرهامؤلفهسازی شامل انتخاب خطی

ل های معلت بالایی )یا پایینی( ماتریس لگاریتم و تشکی

 ها است.کانی از آنم-های طیفیبردار ویژگی

ل های تولید شده بار دیگر تبادی ( بر روی بردار ویژگی4

اول آن  مؤلفااه 10شااده و  کساار نااویز کمینااه اعمااال 

تاا رسایدن باه     3و  2مراحال   مجددا شود و انتخاب می

 کند.ادامه پیدا می دنظرمورعمق 

مکانی تولید شده از تماامی  -های طیفی( بردار ویژگی5
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سطوح عمیق با یکدیگر الحاق شده و تشکیل یک باردار  

بندی تصویر ابرطیفی غنی از اطلاعات را به منظور طبقه

 دهد.می

( بردارهای ویژگای تولیاد شاده در نهایات باه کماک       6

یی و ارزیابی نها ی شدهبندطبقهSVM کننده بندیطبقه

 شود.های آزمون انجام میبه کمک نمونه

های عمیق تولیاد شاده باا    با هد  تفسیر بصری ویژگی

، تصااویر تعاادادی از  DeepWLKMRاسااتفاده از روش 

هاای مختلاف در شاکل    های تولید شده در عمقویژگی

گونه ( نمایش داده شده است. بر مبنای این شکل این2)

هاای  روش پیشانهادی در عماق  رسد کاه در  به نظر می

های بصاری  ابتدایی تصاویر استخراج شده دارای ویژگی

هاا و خطاو    نزدیک به تصویر اصلی است و در آنها لبه

-مشهود هستند ولی با افازایش عماق شابکه، اثار نارم     

های استخراج شاده بیشاتر   شدگی بیشتر شده و ویژگی

باشااند.بیااانگر بافاات تصااویر و عااوارض موجااود ماای  

 

 
 DeepWLKMRهای استخراج شده به کمک روش ی ویژگیسازیبصر: 2شکل 

 ها معرفی داده -۳

ماورد اساتفاده در ایان     : اولاین داده داده ایندین پاین

هااوابرد  پااژوهش تصااویر اخااذ شااده توسااط ساانجنده 

AVIRIS   از منطقه ایندین پاین در شمال غربی منطقاه

یوئان   12خ ایندیانا در ایاالات متحاده آمریکاا در تااری    

 20. این تصویر با حد تفکیک مکاانی  [16]است  1992

145متر دارای ابعاد  × باند طیفی  224پیکسل و  145

ی حجام ایان   باشد. عماده نانومتر می 10در پهنای باند 

هااای کشاااورزی، جنگاال و گیاااه در  منطقااه را کاالاس

باند دارای محتوای اطلاعاتی  24حذ   برگرفته است. با

-ماناده در پاردازش  باند بااقی  200کم و نویزی، از بقیه 

بنادی  های بعدی این پژوهش استفاده شده است. طبقه

این تصویر به علت نزدیک بودن امضاهای طیفی برخای  

باشد. از ساوی دیگار وجاود    ها کار دشواری میاز کلاس

نقشه واقعیات زمینای    هایی با تعداد نمونه کم درکلاس

ها را با دشواری مواجاه  بندی در این کلاسنیز کار طبقه

کند. یک ترکیب رنگی کاذب از داده ایندین پاین در می

 الف( نمایش داده شده است.-3شکل )

مورد استفاده در ایان   : دومین دادهداده دانشگاه پاویا

از  ROSIS-3 پژوهش تصویر اخذ شده توساط سانجنده  

 2001انشگاه پاویاا در شامال ایتالیاا در ساال     منطقه د

متار   3/1. این تصویر با حد تفکیاک مکاانی   [61]است 

610دارای ابعاد  × باند طیفای در   115پیکسل و  340

ی حجام  باشاد. عماده  نانومتر می 860تا  430محدوده 

ناد آسافالت، ساایه،    های شهری ماناین منطقه را کلاس

باناد دارای   12دهاد. باا حاذ     خاک لخت تشکیل مای 

بانااد  103محتااوای اطلاعاااتی کاام و نااویزی از بقیااه   

های بعدی ایان پاژوهش اساتفاده    مانده در پردازشباقی

ی بنادی ایان تصاویر نیاز مانناد داده     شده است. طبقاه 

ایندین پاین به دلیل وجود عوارضی با امضااهای طیفای   

باشد. یک ترکیب رنگی کاذب از دشواری مینزدیک کار 

ب( نماایش داده شاده   -3داده ایندین پااین در شاکل )  

 است.
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            نمتای.   شتبکه  از استففاده  با ابرطیفی تصاویر بندیطبقه
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 الف                                                    ب

 ب( دانشگاه پاویا -ایندین پاینف( ال-: تصویر رنگی کاذب۳شکل 

 آنالیز نتایج -۴

 ای تأثیرگاذار بار روی  در این بخش، ابتدا اثار پارامترها  

های تولید شاده باا روش پیشانهادی باه     کیفیت ویژگی

شود و ساپس در قسامت   بندی بررسی میمنظور طبقه

بناادی بااا روش بعاادی نتااایا حاصاال شااده از طبقااه  

 شود.های دیگر مقایسه میپیشنهادی با نتایا روش

 تنظیم پارامترهای روش پیشنهادی -1-۴

 هاای داده ینای موجاود،  های واقعیات زم بر مبنای نقشه

در هار   یبه صورت تصادف ابرطیفی موجود در هر کلاس

. شاود می میتقس آزمونو  یآموزش یهانمونهبه  شیآزما

هاا در  درصد مجموعه داده 10برای داده ایندین پاین از 

ها باه  هر کلاس به عنوان نمونه آموزشی و از بقیه نمونه

انشاگاه پاویاا از   د شود. در دادهعنوان آزمون استفاده می

آموزشی و  های هر کلاس به عنوان نمونهدرصد نمونه 1

 شاود. از از الباقی آنها به عنوان نمونه آزمون استفاده می

-یبناد آموزش طبقاه  یبرا یآموزشهای نمونهمجموعه 

شده و در نهایت نتایا باا اساتفاده   استفاده  SVMکننده 

ترهاای کرنال   پارام .شودهای آزمون ارزیابی میاز نمونه

نیاز باه کماک روش کاراس      SVMکننده بندیدر طبقه

-به منظور برآورد دقت طبقاه  شوند.ولیدیشن برآورد می

 یبناد ، دقت طبقاه )OA(1یکلبندی از چهار معیار دقت 

کاپاا   بی( و ضار AA) 2(، دقات متوساط  CAهر کالاس ) 

(Kappa استفاده )شودمی  . 

تر دارای ساه پاارام   DeepWLKMRروش  به طور کلای 

 باه کاار رفتاه    MNF هایمؤلفهتعداد قابل تنظیم است. 

. در فرایند تولید ویژگی اولاین پاارامتر تأثیرگاذار اسات    

پااس از  ،MNF هاای مؤلفااهتعاداد   ریتااأث یبررسا  یبارا 

ز ااز تصاویر اولیاه ابرطیفای     MNFهای استخراج مؤلفه

بندی تصویر استفاده شده چندین مؤلفه اول برای طبقه

( 4ای هاار دو مجموعااه داده در شااکل )و نتااایا آن باار

 نشان داده شده است.

 شی، با افازا شودلاحظه میم (4در شکل ) که طورهمان

 بنادی دقت کلی طبقاه  ،در ابتدا MNF هایمؤلفهتعداد 

شاود و افازودن   یما  داریا پا و پاس از آن  افتاه ی شیافزا

هار دو   یدهد. برا شیرا افزا OAتواند ینم شتریب یاجزا

انتخاااااب و در  MNF اول مؤلفااااهده  همجموعااااه داد

 شود.یاستفاده ماز آنها  یبعد یهاشیآزما

 

                                                           
1 Overall accuracy 

2 Average accuracy 
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 MNFاول  مؤلفهی به ازای چند بندطبقه: دقت ۴شکل 

اثار دو   ،MNF هاای مؤلفاه تعداد مناسب  میپس از تنظ

( در Dشابکه ) و عمق ( w)پنجره پارامتر تأثیرگذار ابعاد 

شود. باه ایان   یهای تولید شده بررسی مکیفیت ویژگی

 به ترتیاب در  Dو  w ی، پارامترهاشیآزمااین در  منظور

، 7، 6، 5، 4، 3، 2، 1} { و31، 23، 15، 7}محاااادوده 

از  هاساتفاد  های تولید شدهتاییر داده شده و ویژگی{ 8

SVM با توجاه باه ایان کاه در هار       .اندشده یبندطبقه

هاای  بارای تولیاد ویژگای    MNFمؤلفه اول  10عمق از 

شاود،  دار استفاده مای ایش ماتریس محلی کرنل وزننم

سازی در یخطهای تولیدی بعد از عملیات تعداد ویژگی

 است.  55با  هر عمق برای هر دو داده برابر

را در مقابال   بنادی های طبقهدقت (6) ( و5) هایشکل

به ترتیب برای دو مجموعاه داده   Dو  wمختلف  ریمقاد

دهااد. ینشااان ماا  ویااا  ایناادین پاااین و دانشااگاه پا  

   

 
 ایندین پاین برای داده( D) و عمق (w)بندی به ازای مقادیر مختلف ابعاد پنجره : دقت طبقه۵شکل 
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 دانشگاه پاویا برای داده (D) و عمق (w)بندی به ازای مقادیر مختلف ابعاد پنجره : دقت طبقه۶شکل 

شاده  نشاان داده   (6) ( و5) هاای که در شکل طورهمان

ه در اناداز  یبهتار  اینتاا  ایا دانشگاه پاو داده یاست، برا

 ی( اماا بارا  w=23) دیا آیبه دست م تربزرگ یهاپنجره

تار  در ابعااد پنجاره کوچاک    اینتاا  نیبهتر ایندین پاین

(7=w به دست )است کاه   نیامر ا نیا لی. دلآمده است

 باا ابعااد   ییهاا شامل کلاس ایدانشگاه پاو مجموعه داده

اسات. پاارامتر    اینادین پااین  نسبت باه   تربزرگ ییفضا

، ی تولید شاده اسات  هایژگیمتناسب با تعداد و D عمق

-یما  شیشده افزا دیتول یهایژگیتعداد و، D شیافزا با

برای تصویر اینادین پااین عماق مناساب برابار باا       . ابدی

(7=D )ابار  دانشگاه پاویا این عدد بر است ولی برای داده

های تولیاد شاده در   د نهایی ویژگیتعدا .است( D=2)با 

برای داده اینادین پااین برابار باا      DeepWLKMRروش 

 باه اسات.   110و برای داده دانشگاه پاویا برابار باا    385

-کالاس  عیا با توز ایندین پاین ی تصویررسد براینظر م

باه   یابیدسات  یبرا یشتریب یهایژگی، وتردهیچیپ یها

 سات ا ازیمورد ن ایپاوبا دانشگاه  سهیمناسب در مقا اینتا

از این رو برای تصویر ایندین پااین باه عماق بیشاتری     

 نیاز است.  DeepWLKMRهای برای تولید ویژگی

 

 

 مقایسه و آنالیز نتایج -2-۴

بندی به دست آمده از روش در این قسمت نتایا طبقه 

بندی طیفی و طبقهبا روش  DeepWLKMRپیشنهادی 

-یما  سهیمقا نی دیگرمکا-طیفی یبندطبقهچهار روش 

 ها به شرح زیر است:توضیح خلاصه این روششود. 

 هاای بندی تصاویر ابرطیفای باا ویژگای   روش طبقه (1

هاای مکاانی( و   ویژگی گرفتنطیفی )بدون در نظر 

ش (: در این روRBF-SVM) SVMکننده بندیطبقه

-بندیهای اصلی تصویر ابرطیفی به کمک طبقهباند

شاود.  مای  بنادی طبقاه  RBFبا کرنال   SVMکننده 

دلیل انتخاب این روش این است که ایان روش باه   

بندی تصویر ابرطیفی عنوان یک روش پایه در طبقه

شاود. باه عباارت دیگار کاارایی      در نظر گرفته مای 

یساه باا   مکاانی در مقا -بندی طیفیهای طبقهروش

 شود.این روش پایه مشخص می

-هو طبق گسترده شدههای مورفولویی روش پروفیل (2

در ایاان روش : SVM (EMP-SVM)کننااده بناادی

 مؤلفاه های مورفولویی گسترده شده از ساه  پروفیل

 تصویر اصالی باا ابعااد الماان سااختاری      PCAاول 

{ از نوع دیسک شاکل تولیاد   3،5،7،9،11،13،15}

های طیفی الحاق شده و باه  شده و سپس به ویژگی
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داده   SVMکنناده بنادی بندی به طبقهمنظور طبقه

شود. دلیال انتخااب ایان روش ایان اسات کاه       می

و  نیتاارمهاامی مرفولااویی یکاای از  هااالیااپروف

هااای مکااانی اساات کااه در  پرکاااربردترین ویژگاای

ای تحقیقااات بساایاری بااه عنااوان یااک روش پایااه 

مکاانی تصااویر   -بنادی طیفای  مناسب بارای طبقاه  

 شود.ابرطیفی شناخته می

 -هاای طیفای  در این روش، ویژگای : RPNetشبکه  (3

و اپراتاور کانولوشانی    PCAانی به کمک تبادیل  مک

های تصادفی مستخرج از تصویر تولید شده و پنجره

بنادی  برای طبقاه  SVMکننده بندیسپس از طبقه

سازی کلیاه  شود. در فرایند پیادهتصویر استفاده می

پارامترهای این روش به طور بهینه بر مبنای مقالاه  

. دلیال اصالی انتخااب    [6]اصلی تنظیم شده اسات  

این روش شباهت ایده کلی آن با روش پیشانهادی  

نیاز از دو مرحلاه    RPNetاست. به طور کلای روش  

هاای مکاانی و کااهش بعاد باه      کلی تولیاد ویژگای  

هاای  ورت متوالی و تکاراری بارای تولیاد ویژگای    ص

 کند.  عمیق استفاده می

در ایاان  :(LCMR)روش نماایش محلاای کوواریاانس   (4

به عنوان  انسیکووارروش از نمایش محلی ماتریس 

بندی اساتفاده  کانی برای طبقهم-های طیفیویژگی

های ماتریسی تولید شده در نهایات  شود. ویژگیمی

-گااریتم اقلیدسای طبقاه   با کرنل ل  SVMبه کمک 

سااازی کلیااه  شااود. در فراینااد پیاااده بناادی ماای 

پارامترهای این روش بر مبنای مقاله اصالی تنظایم   

. دلیل اصلی انتخاب ایان روش ایان   [8]شده است 

نیز شابیه باه روش پیشانهادی از     LCMRاست که 

وابستگی محلای میاان بانادهای طیفای باه عناوان       

 کند.کانی استفاده میم-های طیفیویژگی

باان روش از چنااد نااوع ویژگاای در ا :1روش فرکتااال (5

های بافتی مبتنی بر هندسه فرکتال به همراه ویژگی

                                                           
1 Fractal 

شاود. در  بنادی اساتفاده مای   طیفی به منظور طبقه

سازی کلیاه پارامترهاای ایان روش بار     فرایند پیاده

. ایان روش  [3]مبنای مقاله اصلی تنظیم شده است

-بنادی طیفای  هاای طبقاه  یکی از جدیدترین روش

مکانی تصااویر ابرطیفای اسات و مقایساه عملکارد      

توانااد جایگاااه روش  روش پیشاانهادی بااا آن ماای 

هاای جدیاد بهتار    پیشنهادی را در مقایسه باا روش 

 مشخص کند.

از  هاسازی کلیه الگوریتمدر مقاله حاضر به منظور پیاده

مادل   5iدر سیستمی با پردازناده   2020متلب  افزارنرم

گی  استفاده شاده اسات.  نتاایا دقات      8و رم  4590

ینادین  های مختلف بارای داده ا بندی روشنهایی طبقه

 (2)و  (1)پاین و دانشاگاه پاویاا باه ترتیاب در جاداول      

 نمایش داده شده است. 

ه به طور کلی در هر دو مجموعه داده روش پیشنهادی ب

کاه در   طاور بالاترین سطوح دقت رسیده اسات. هماان  

ی اینادین پااین،   در دادهشاود،  یمشاهده ما ( 1جدول )

باه   هاای طیفای  بندی با اساتفاده از ویژگای  دقت طبقه

 جااد یا بنادی طبقاه  نقشاه  و است %80کمتر از تنهایی 

 از ایان رو . ((5دارای نویزهای فراوان است )شکل )شده 

تصااویر ابرطیفای    یبناد طبقه گرفت که جهیتوان نتیم

تواند به ساطوح باالایی از   های طیفی نمیتنها با ویژگی

تر عنوان شد، یکی از راه طور که پیشهمان. دقت برسد

های مکاانی در  های این مشکل شرگت دادن ویژگیحل

( نشاان  1طور که جدول )بندی است. همانفرایند طبقه

باه   مکاانی  یهاا یژگا یبا افازودن و  دهد به طور کلیمی

-یبهبود ما  یری، دقت به طور چشمگیبندطبقه فرایند

هاای  شاود روش طاور کاه مشااهده مای    . اما هماان ابدی

اناد و حتای هماه    های مختلفی رسایده دقت مختلف به

 اند.ها در هر دو مجموعه عملکرد یکسانی نداشتهروش
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 های مختلفاده از روشی تصویر ابرطیفی ایندین پاین با استفبندطبقه: نتایج دقت 1جدول 

 

 های مختلفی تصویر ابرطیفی دانشگاه پاویا با استفاده از روشبندطبقه: نتایج دقت 2جدول 

Class RBF-SVM EMP-SVM RPNet LCMR Fractal DeepWLKMR 

1 92/64 98/27 96/83 95/99 98/08 94/71 

2 94/54 99/49 99/95 99/74 99/68 99/87 

3 77/39 96/53 86/43 95/09 88/26 99/81 

4 84/14 94/26 89/45 96/27 94/69 93/77 

5 98/42 99/39 99/69 99/77 100 99/92 

6 73/91 93/45 99/41 99/41 95/90 99/88 

7 63/70 98/70 91/11 99/92 87/31 99/92 

8 67/88 93/30 91/25 93/22 90/15 99/09 

9 99/89 99/89 95/62 91/68 98/82 88/7 

OA 87/22 97/52 96/86 97/91 96/85 98/32 

AA 83/61 97/03 94/42 96/79 94/76 97/3 

Kappa 0/82 0/966 0/958 0/972 0/958 0/977 

Class RBF-SVM EMP-SVM RPNet LCMR Fractal DeepWLKMR 

1 45/23 90/47 85/71 69/04 97/61 100 

2 80/01 87/24 97/82 96/73 99/14 99/22 

3 71/75 93/30 99/46 99/19 98/79 99/46 

4 69/62 71/02 88/78 90/18 89/25 99/53 

5 91/49 91/95 95/86 95/63 95/86 100 

6 95/89 99/39 98/93 98/47 99/84 100 

7 52 92 100 100 100 100 

8 96/05 99/30 100 100 100 100 

9 76/47 70/58 100 100 100 100 

10 66/62 83/65 97/37 91/08 98/17 99/77 

11 75/42 90/13 95/79 98/19 98/55 99/54 

12 73/40 82/39 99/43 99/43 100 99/62 

13 95/13 96/75 100 100 100 99/45 

14 89/90 97/71 100 100 99/82 99/64 

15 62/06 95/40 100 100 100 99/71 

16 94/04 82/14 95/23 97/6 95/23 97/61 

OA 79/51 90/82 97/72 97/46 98/73 99/۶ 

AA 77/19 89/29 97/15 95/97 98/26 99/۶ 

Kappa 0/76 88/96 0/97 0/97 0/985 0/99۵ 
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 RPNetی اینادین پااین شابکه    به عنوان نمونه در داده

داشاته اسات، در حاالی کاه      LCMRعملکردی بهتر از 

دانشگاه پاویاا بار عکاس ایان اتفااق ره داده       برای داده

تاارین رقیااب روش جاادی ن پاااینایناادی اساات. در داده

پیشاانهادی روش فرکتااال اساات. ایاان روش از آنجااایی 

های مختلف فرکتالی دارای چند مرحله در تولید ویژگی

است از نظر محاسباتی در مقابال روش ارائاه شاده کاه     

هاا در آنهاا تنهاا    بسیار ساده است و فرایند تولید ویژگی

. علات  کشد در موضع ضعف قرار داردثانیه طول می 16

روش  یاها تیتوان به قابلیرا م یشنهادیروش پ یبرتر

 یسااز در مادل دار وزن نمایش محلای مااتریس کرنال   

و سیساتم تولیاد ویژگای     مرتباه باالاتر   یهایهمبستگ

بنادی  هاای طبقاه  بر تصاویر نقشه بنا. عمیق آن دانست

 سبتن DeepWLKMRروش (، 7موجود در شکل ) شده

 شده یبندطبقه یهانقشه یبندطبقه یهاروش ریبه سا

 .کندیم دیتول یترهموار

 

   
RBF-SVM EMP-SVM RPNet 

   
LCMR Fractal DeepWLKMR 

 

ایندین پاین بندی برای دادههای طبقهنقشه: 7شکل 

 

، ی دانشاگاه پاویاا  ( بارای داده 2جدول ) هایبر یافته بنا

باه   طیفای  هاای بندی با اساتفاده از ویژگای  دقت طبقه

حالی است کاه تماام    این در است 90% کمتر ازتنهایی 

 %95هاای باالای   مکانی دیگر به دقت-های طیفیروش

-هاای طیفای  اند و این باز مجاددا  کاارایی روش  رسیده

در . کناد بندی ثابت مای مکانی را در افزایش دقت طبقه

هااای موجااود روش  دانشااگاه پاویااا از بااین روش  داده

LCMR ترین رقیب روش پیشانهادی  یکنزدن توارا می

 %28دانست. ایان روش در ایان مجموعاه داده حادودا      

کند و علت آن هام  تر از روش پیشنهادی عمل میسریع

-این است که روش پیشنهادی به صورت متوالی ویژگی

کناد و ایان پدیاده    مکانی را اساتخراج مای  -های طیفی

نسبت به  DeepWLKMRسبب کمی کندتر شدن روش 

هاای  بر تصااویر نقشاه   شود. مجددا  بنامی LCMR روش

روش (، 8موجاااود در شاااکل )  شااادهبنااادیطبقاااه

DeepWLKMR دیا تول بندیهای طبقهین نقشهترهموار 

 کرده است.
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RBF-SVM EMP-SVM RPNet 

   
LCMR Fractal DeepWLKMR 

 

 دانشگاه پاویا بندی برای دادههای طبقهنقشه: 8شکل 

ی بااا روش بناادطبقااهه منظااور بررساای حساساایت باا

DeepWLKMR  هاای آموزشای در   نسبت به تعداد داده

 20 درصاد تاا   5از  یدرصد نمونه آموزشآزمایش بعدی 

دو هر  یبرا یبندطبقه ایو نتا داده شده شیافزا درصد

نشاان داده شاده اسات. در     (9)مجموعه داده در شکل 

-رفت، دقت طبقاه یم ظارطور که انت، همانشیآزما نیا

 عموماا   یآموزش یهاتر شدن اندازه نمونهبا بزرگ یبند

 به طور کلی در هر دو مجموعه داده باا  .یابدافزایش می

آموزشی در هر کلاس برای روش پیشنهادی  نمونه %10

 ،همچناین  ید.رسا %  5/99هاای باالای   توان به دقتمی

تعاداد   کاه ی زماان  یحتا  دهد کاه نتایا نهایی نشان می

یی کاارا محدود باشد هم روش ارائه شده  یمونه آموزشن

تارین برتاری روش   مطلوبی دارد و این نکته یکی از مهم

های مبتنی بر یاادگیری  پیشنهادی نسبت به سایر روش

 عمیق است.

 [
 D

O
I:

 1
0.

61
18

6/
jg

it.
12

.1
.4

3 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jg

it.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

01
 ]

 

                            15 / 18

http://dx.doi.org/10.61186/jgit.12.1.43
http://jgit.kntu.ac.ir/article-1-860-en.html


 

 58 

 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1403بهار  شماره نخست   ال دوازدهمس

 
 یهای آموزشی برای هر دو مجموعه داده ابرطیفبندی با روش پیشنهادی به تعداد دادهبررسی حساسیت طبقه: 9شکل 

 یریگجهینتبندی و جمع -۵

هاای  در این مقاله یاک روش جدیاد مبتنای بار شابکه     

هاای  دار به منظور تولید ویژگینمایش محلی کرنل وزن

در  .طیفی معرفی شاده اسات  ابرمکانی از تصاویر -طیفی

به صاورت متاوالی از    ،این روش به منظور تولید ویژگی

ماایش  تبدیل کسر نویز کمیناه و روش تولیاد ویژگای ن   

هااای ویژگاای .شااوداسااتفاده ماای دارکرناال وزنمحلاای 

 باا  عماق  مختلاف  در ساطوح  تولید شاده مکانی -طیفی

-طبقاه  باه  بنادی طبقاه  منظور به و شده الحاق یکدیگر

شااود. ماای داده پشااتیبان بااردار ماشااین کنناادهبناادی

ابرطیفای   تصاویر  بار روی دو  هاای انجاام شاده   مقایسه

 تاری روش پیشانهادی را  بر پاویا دانشگاه و پاین ایندین

. باه طاور   کناد روش رقیب اثبات می چنددر مقایسه با 

های ایان تحقیاق باه شارح زیار      ترین یافتهخلاصه مهم

 است:

کاانی  م-استفاده توأمان از روش تولید ویژگی طیفی (1

دار و تبدیل نویز کمینه باه  کرنل وزننمایش محلی 

های با کیفیتی به صورت تکراری سبب تولید ویژگی

 شود.بندی تصاویر ابرطیفی میظور طبقهمن

هاای  روش پیشنهادی حتی در هنگام وجاود نموناه   (2

های آموزشی کم نیز توانایی مناسبی در تولید نقشه

 بندی با دقت بالا دارد.طبقه

هااای حاصاال شااده از روش پیشاانهادی در   دقاات (3

که آن هم دارای سااختاری   RPNetمقایسه با روش 

 منظاور تولیاد ویژگای    سلسله مراتبی و تکراری باه 

 بالاتر است.  %2است، به طور متوسط حدود 

 از آنجایی که روش پیشانهادی باه صاورت نظاارت     (4

هاای  کاانی را در عماق  م-هاای طیفای  نشده ویژگی

هاای  کنند در مقایسه باا مادل  مختلف استخراج می

یادگیری عمیاق موجاود از نظار حجام محاساباتی      

نهادی تر هساتند. همچناین روش پیشا   بسیار بهینه

های عمیق در مناسب برای مدل تواند جایگزینیمی

اقعی مواقعی که آنها کارایی لازم را ندارند )مانند ماو 

های آموزشی محدود در دساترس اسات(،   که نمونه

 باشد.

شاود کاه عالاوه    پیشانهاد مای   تای تحقیقات آ به عنوان

کننده چندگانه بر مبنای بندییک سیستم طبقه توسعه

بنادی تصااویر   نهادی باه منظاور طبقاه   های پیشویژگی

های آمااری  ابرطیفی، کارایی روش پیشنهادی با بررسی

 نیز اثبات شود.
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Abstract 

Over the last few years, deep learning models have received a lot of attention for the spectral-spatial 

classification of the hyperspectral images. One of the significant advantages of deep learning methods is that 

they incorporate both spatial and spectral information in classifying hyperspectral images. Although these 

models produce accurate classified maps, they are computationally complex, and precise settings of their 

parameters require a large number of training samples. In order to address these issues, a simplified method 

that can efficiently extract the spectral-spatial information from a hyperspectral image must be developed. 

Therefore, the current study proposed a new method for generating the spectral-spatial features of the 

hyperspectral images. The proposed method uses weighted local kernel matrix representation and minimum 

noise fraction transformation sequentially and repetitively in order to generate deep spectral-spatial features. 

The proposed network's spectral-spatial features, which show the local nonlinear relationship between the 

features extracted from the components of the minimum noise fraction transform at different depths, will finally 

be stacked together and fed into the support vector machine algorithm for classification. Two hyperspectral 

benchmark images of the Indian Pines and data from Pavia University are used to test the proposed algorithm. 

The performance of the proposed method is compared to the spectral classification method and four other 

spectral-spatial classification methods proposed in recent years. Comparisons show that the proposed method 

is more accurate in the Indian Pines image more than 20% and in Pavia university image more than 10% than 

the image classification using the spectral features. In addition, the proposed method is 1% more accurate than 

the other four spectral-spatial classification methods on average. 
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