
 

 

 

 

 

 

 

 و تشخیص در (SSD) شات تک چندجعبه آشکارساز کانولوشن عصبی هایشبکه کاربرد
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 چکیده

دشوار  تهیه نقشه قنواتبا این حال، . استهای زیرزمینی آباز وظایف حیاتی در علم مدیریت منابع  ها یکیو تهیه نقشه آن هاشناسایی قنات

برداشت  ،های قناتو در برخی مواقع بدلیل ساختار دریچه چاه هستند هزینه و زمانبرمیدانی پر  بردارینقشههای مرسوم مانند ، زیرا روشاست

-و شبکه کامپیوتریپردازش تصاویر های با استفاده از تکنیک تصویریهای از داده عوارضشناسایی های متعددی مواجه است. زمینی با چالش

ای سامانه گوگل ارث، تنها ا توجه به اینکه تصاویر ماهواره. باست های قناتشناسایی چاهها برای ترین تکنیکیکی از امیدوارکننده های عصبی

ای گوگل ارث استفاده شده و در دسترس هستند، در این تحقیق از تصاویر ماهواره ای با قدرت تفکیک بالای مکانی، بدون هزینهتصاویر ماهواره

تهیه شده است و از شبکه عصبی کانولوشون بر مبنای آشکارساز های قنات چاه نمونه آموزشی از دهانه میله 600است. در این پژوهش بیش از 

های قنوات با توجه به سرعت بالاتر انجام ، برای کشف و استخراج خودکار مکان هندسی میله چاهResNetشبکه پایه  چندجعبه تک شات با

 50درصد داده اعتبارسنجی، با  15ده آموزشی و درصد دا 85های آموزشی بر مبنای مدل پیشنهادی توسط نمونه پردازش، استفاده شده است.

های قنات اجرا درصد آموزش داده شده است. مدل آموزش دیده بر روی تصویر منطقه مورد مطالعه برای کشف میله چاه 89دوره تکرار و دقت 

در کشف  86/0برابر  Score1Fو معیار  82/0برابر و معیار بازیابی  91/0برابر  معیار دقتتواند با دهد که این مدل میشده است. نتایج نشان می

ها تخریب شده عمل نماید. برای مناطقی که شکل دهانه میله چاهکه دارای شکل مناسب هستند، های قنات موقعیت مکانی دهانه میله چاه

امکان تشخیص و استخراج اتوماتیک  دهد کهاست. نتایج این پژوهش نشان می 65/0ها برابر است، دقت تشخیص و استخراج موقعیت میله چاه

 پذیر است. ای دانلود شده از سامانه گوگل ارث امکانهای قنات با دقت مناسب از تصاویر ماهوارهمیله چاه

 

 ، گوگل ارث.ResNetشبکه عصبی کانولوشن، آشکارساز چندجعبه تک شات، قنات، :  هاواژه کلید
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1402 پاییز  ومشماره س  مهدیازال س

 مقدمه -1

 هاا قناات است.  نماد رابطه انسان و آب تریناصلیقنات 

توانناد در  علاوه بر آبادانی و توسعه کشاورزی پایدار مای 

نقاش   زایای اشاتغال  و در نتیجاه ونق گردشگری قنات ر

هاا هازاران ساال اسات کاه      قناات مهمی داشته باشند. 

حال عماده   دهنده یک پیشرفت تکنولاوژیکی و راه نشان

اند برای تامین آب در مناطق خشک و نیمه خشک بوده

ها باا پیادایش چنادین تمادن در طاول      و تاریخچه آن

باه عناوان    . حفظ قناات [2و  1شده است] اجین تاریخ

یک منبع پایدار آب در مناطق خشاک بسایار واروری    

هاای  است. برای مدیریت قنوات نیااز اصالی، تهیاه داده   

مکانی قنوات است. در این راستا اولین گام تهیاه نقشاه   

ریزی بهینه اسات. تهیاه   های قنات برای برنامهمیله چاه

مانناد   هاای مساتقیم زمینای   های قنوات به روشنقشه

هاای  بارداری یاا سیساتم   های نقشاه برداشت با دوربین

ای معمولا زمانبر و نیاز به هزینه تعیین موقعیت ماهواره

بالایی دارد. همچنین با توجه باه سااختار دهاناه میلاه     

هاای خاصای   های قنات برداشت زمینای باا چاالش   چاه

ای با مواجه است. لذا استفاده از تصاویر هوایی یا ماهواره

حال بهیناه   تواناد یاک راه  درت تفکیک مکانی بالا مای ق

های قناات  امضای سیستمبرای تهیه نقشه قنوات باشد. 

های ، دهانهایتصاویر هوایی یا ماهوارهزیرزمینی بر روی 

ها است کاه  های آنچاهعمودی  هایشکل میلهای دایره

تواند در تشخیص خودکار الگو بسیار موثر باشد. نیاز می

ها دسترسی به تصاویر با قادرت تفکیاک   ین روشاولیه ا

پاذیر از  بالای مکانی مانند تصاویر پهپاد )پرناده هادایت  

هاای  ای با امکان تشاخیص میلاه  دور(، هوایی و ماهواره

باشد. تهیه تصاویر پهپاد و بطاور کلای   های قنات میچاه

باشاد،  بار مای  ها هزیناه های آنعملیات پرواز و پردازش

باشند. در این پژوهش از دقت بالاتری میهرچند دارای 

ای برای کشاف موقعیات مکاانی قناوات     تصاویر ماهواره

استفاده شاده اسات. باا توجاه باه اینکاه تنهاا تصااویر         

ای با قدرت تفکیاک مکاانی باالا کاه در کشاور      ماهواره

ای بدون هزیناه در دساترس هساتند، تصااویر مااهواره     

-تصاویر مااهواره  باشند. در این تحقیق ازگوگل ارث می

-ای گوگل ارث برای استخراج موقعیت مکانی میله چااه 

های قناات اساتفاده شاده اسات. هاد  ایان پاژوهش        

هااای قنااوات از تصاااویر اسااتخراج خودکااار میلااه چاااه

باشاد. در ایان راساتا نیااز باه      ای گوگل ارث میماهواره

های نوین کشف اشیا از تصاویر مبتنای  استفاده از روش

 کامپیوتر است.بر بینایی 

تارین  های بصری متماایز یکای از مهام   تشخیص ویژگی

از جملاه در   کاامپیوتر بیناایی  مراحل تمام در مشکلات 

هاای  از آنجاایی کاه روش  . زمینه سانجش از دور اسات  

نیااز باه    [3هاای باردار پشاتیبان]   مرسوم مانند ماشین

بار و طراحای دساتی دارناد،     های زماناستخراج ویژگی

هاایی بارای   توجهی بارای توساعه روش   های قابلتلاش

خیارا   . اهاا انجاام شاده اسات    استخراج خودکار ویژگای 

 حال جدیاد بارای تشاخیص    یادگیری عمیق به یک راه

زیرا ایان   ،بندی تصاویر تبدیل شده استو طبقه اهدا 

هااا روش جدیااد نیااازی بااه اسااتخراج دسااتی ویژگاای 

یااادگیری عمیااق نااوعی تکنیااک یااادگیری  . [4ناادارد]

هایی الهام گرفته از ساختار ی است که از الگوریتمماشین

هاای  کناد کاه شابکه   و عملکرد مغز انسان استفاده مای 

یاادگیری   .[6و  5شاوند] یعصابی مصانوعی نامیاده ما    

در یادگیری،  زیاد در دهه گذشته به دلیل توانایی عمیق

یاادگیری عمیاق   به شدت مورد توجه قرار گرفته است. 

هاای پردازشای متعادد    لایاه  هایی که بر اسااس به مدل

هاای داده  دهد تا نمایش نمونهاند، اجازه میساخته شده

یاادگیری عمیاق   . را با چنادین ساطا انتازای بیاموزناد    

هاای چندگاناه تشاکیل    هایی را که بر اسااس لایاه  مدل

هاای داده را باا   سازد تا بازنمایی نموناه اند، قادر میشده

یاادگیری   .[7د]چندین محدوده سطوح انتزاعی بیاموزنا 

هاای  عمیق بر اساس عملکرد پیشرفته خاود، در حاوزه  

 [9[، تشخیص گفتاار] 8مختلفی مانند بینایی کامپیوتر]

یاادگیری  . شاده اسات   استفاده[ 10و بازیابی اطلاعات]

هاااا و عمیاااق شاااامل یاااادگیری همزماااان ویژگااای 

های آموزشی بارای  شود و از دادهها میکنندهبندیطبقه

محتاوای تصاویر بادون مشخصاات قبلاای     بنادی  دساته 

در میاان تماام   . کناد هاای تصاویر اساتفاده مای    ویژگی
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          ...چندجعباه  آشکارسااز  کانولوشن عصبی های شبکه کاربرد
 زاده و محمد عباسیمصطفی کابلی

 

هاای مبتنای بار یاادگیری عمیاق، شابکه عصابی        شبکه

 زمیناه هاای بصاری در   یادگیری ویژگای برای  کانولوشنال

تارین  ، از جملاه سانجش از دور، محباوب   کامپیوتربینایی 

بی شابکه عصا   تحقیقات اخیر نشان داده اسات کاه  . است

 .[11بارای کاربردهاای مختلاف ماوثر اسات]      کانولوشنال

 –اکناون در حاوزه مکاانی     عصبی کانولوشنال هایشبکه

 شابکه عصابی کانولوشانال   . [12]شوندطیفی استفاده می

یااک فناااوری امیدوارکننااده در زمینااه ساانجش از دور   

اخیرا ، یادگیری عمیق به دلیل . همچنین [14و  13]است

ها، به عناوان یاک   دقت و تطبیق مدلعملکرد برتر از نظر 

 ابزار قدرتمند برای جامعه سنجش از دور ظاهر شده است

 مانناد  هاای اخیار  یادگیری عمیق به لطف پیشرفت. [15]

های گرافیکی ، بهبود در پردازندههاندهقدرت پردازافزایش 

ها و تصااویر(  ها )به عنوان مثال، فیلمو افزایش حجم داده

 ویاژه، در بخاش بیناایی کاامپیوتر     های بزرگی باه جهش

شاهد افزایش عظیمی در  علم سنجش از دور. داشته است

شاده از   اخاذ  رقاومی تصاویر قدرت تفکیک تولید و بهبود 

یاا   ییهاوا هاای نصاب شاده بار روی ساکوهای      سنجنده

هایی است که تقریبا  هار زاویاه از ساطا زماین را     ماهواره

امعه علوم زمین و ها، جاین رشد در دادهد. دهنپوشش می

هاای یاادگیری   را به اساتفاده از الگاوریتم   سنجش از دور

عمیق برای حل وظایف مختلف سنجش از دور سوق داده 

هاای یاادگیری   . در این راستا در این تحقیق از روشاست

هاای قناات از   عمیق جهت اساتخراج خودکاار میلاه چااه    

هاای کمای   تصاویر گوگل ارث استفاده شده است. پژوهش

ای انجاام شاده   در خصوص کشف قنات از تصاویر مااهواره 

هاا مانناد اساتفاده از تصااویر     است کاه باه مهمتارین آن   

 هاای چااه  میلاه تشاخیص خودکاار    برای 1ای کروناماهواره

در  های عصبی کانولوشنال عمیقشبکهبا استفاده از قنات 

 فناوریمطالعه تطبیقی منطقه کردستان عراق اشاره کرد. 

 است، غیرممکن حاور حال در ایمنطقه مقیاس در قنات

 از دقیاق  هاای نقشاه  ایجااد  برای لازم زمان کسهیچ زیرا

تاوان از  های قنات را به صورت دستی ندارد. مای میله چاه

هاا بارای غلباه بار مشاکل      یادگیری انتقال و تقویات داده 

                                                           
1 CORONA 

. محققاان در ایان   های کوچک استفاده کارد مجموعه داده

که یادگیری عمیق، حتی با مجموعاه  ند پژوهش نشان داد

تواند با موفقیت بارای تشاخیص   ، میهم های کوچکداده

از آنجاایی کاه   . های قناات اعماال شاود   میله چاهخودکار 

هاا  های قناات در بسایاری از کشاورها و زمیناه    زیرساخت

هاا دارای امضااهای مشاابهی    های آنچاهشوند و یافت می

های آموزشای را از  توان مجموعه دادهتدریج میهستند، به

شبکه عصابی  و  آوریای در جهان جمعهای گستردهمکان

. همچناین  [16] کانولوشنال را برای این کاار بهیناه کارد   

شما فقاط   تصاویر گوگل ارث و مدل محققان با استفاده از

بصاورت  (، 5YOLOv2) کنیاد یما  بار باه تصاویر نگااه   یک

در منطقه خودمختار  در حووه تورپان نقشه قناتخودکار 

درصد تهیه نمودند  86را با دقت کلی  اویغور سین کیانگ

. در برخی موارد ممکن است بصورت دستی عملیات [17]

های قنات از تشخیص و استخراج موقعیت مکانی میله چاه

توجاه باه محادوده    ای انجام شاود کاه باه    تصاویر ماهواره

قنوات و زمانبر باودن فرآیناد دساتی از نظار هزیناه نیاز       

باشد. همچنین تشخیص و اساتخراج  مقرون به صرفه نمی

باا  تواناد یکساان نباشاد. لاذا     های انسانی میتوسط عامل

باا تشاخیص و اساتخراج     دساتی  سازیروند رقومیحذ  

 ین قناتو محدود محقق ارزشمندتوان زمان ، میاتوماتیک

روی اعتبارسنجی و تجزیاه و تحلیال نتاایج متمرکاز     بررا 

هاای  خودکارسازی تشخیص میله چااه کرد. علاوه بر این، 

. هاد   کندهای تحقیقاتی جدیدی را باز میفرصت قنات،

هاای قناات از تصااویر    اصلی این پژوهش کشف محل چاه

ای با قدرت تفکیک باالای مکاانی گوگال ارث بار     ماهواره

عصبی کانوولوشن آشکارساز چندجعباه   هایمبنای شبکه

اساتفاده   پاژوهش این باشد. نوآوری می 3(SSD)تک شات 

بارای یاک    [18] تاک شاات  چندجعبه آشکارساز مدل از 

مجموعاه یاادگیری عمیاق باه منظاور کااهش        سازیمدل

پیچیدگی اجرا و افزایش قابلیت انتقال طرح برای الگوهای 

گوگل ارث در دساترس  مکانی با استفاده از تصاویر سامانه 

  .است در ایران

                                                           
2 You Only Look Once 

3 Single Shot Multibox Detector  
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1402 پاییز  ومشماره س  مهدیازال س

 هامواد و روش -2

منطقه مورد مطالعه در این پژوهش قنوات شهرستان بم 

ین شهرستان از نظر جغرافیاایی  در استان کرمان است. ا

 و درجاه  29 و شارقی  طول یدقیقه 21درجه و  58در 

 1050 ارتفای از سطا دریاا   و شمالی ی عرضدقیقه 6

م یکای  ب خشک است.باشد و دارای آب و هوای میمتر 

است. قنات یکی از مهمتارین   از شهرهای تاریخی ایران

باشد های آب کشاورزی در شهرستان بم میکنندهتامین

 مهمترین ،دبی قنوات بمباشد. و دارای قنوات متعدد می

 702دشات بام در حادود    . ایان قناوات اسات    شاخص

کیلااومتری جنااوب شاارقی مرکااز اسااتان کرمااان و در  

لوت واقع شاده کاه جازن منااطق خشاک       حاشیه کویر

( موقعیت منطقه مورد 1. شکل )شودکشور محسوب می

دهاااد.مطالعاااه در ایااان پاااژوهش را نشاااان مااای   

 

 
مطالعه : منطقه مورد1شکل 

 

ای گوگاال ارث بااه از تصاااویر ماااهواره در ایاان مطالعااه،

ای اساتفاده شاده اسات.    عنوان منباع تصااویر مااهواره   

 منابع داده مختلفی دارناد،  ای گوگل ارثتصاویر ماهواره

قدرت تفکیاک  با  ماهواره لندست تصاویرتوان به که می

باا   1کوئیاک بارد   ایمتوساط تاا تصااویر مااهواره     مکانی

، از پژوهش در ایننمود. اشاره  بالا قدرت تفکیک مکانی

متار   65/0 قادرت تفکیاک مکاانی   با  ایتصاویر ماهواره

شاده اسات.   اساتفاده  دانلود شده از سامانه گوگال ارث  

( در 2021) 1399تصاویر مورد استفاده مربوط به سال 

                                                           
1 QuickBird  

ایان تصااویر    باشاد. ( می1محدوده شهرستان بم شکل )

افزار گوگال ارث  افزارهای دانلود تصاویر از نرمتوسط نرم

زون  UTM2بصورت ژئورفرنس شده در سیساتم تصاویر   

( وووح مکانی تصاویر  2استخراج شده است. شکل ) 40

های قنات در منطقه مورد مطالعه را تعدادی از میله چاه

 دهد.نشان می

                                                           
2 Universal Transverse Mercator 
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مطالعه های قنات در تصاویر گوگل ارث منطقه موردکانی میله چاه: قدرت تفکیک م2شکل 

 

 1(CNNهای عصبی کانولوشن )شبکه -2-1

اساتفاده  های عصبی کانولوشن شبکه ، ازپژوهشدر این 

های عصبی پیشاخور  که نوی خاصی از شبکه شده است

هااای و لایااه 2هسااتند کااه از چناادین لایااه کانولوشاانال

 .((3) شکل) اندتشکیل شده 3ادغام

شبکه عصبی پیشخور یک شبکه عصبی مصنوعی اسات  

هاا یاک چرخاه را تشاکیل     که در آن اتصالات بین گره

هاای  ساازی فعالیات  ها کاه شابیه  این شبکه. دهندنمی

عنااوان دهنااد، عمومااا  بااهعصاابی در مغااز را انجااام ماای

هاایی از واحادهای پردازشای باه هام پیوساته       سیستم

توانند مقاادیر  شوند که میهای مصنوعی( ارائه می)نرون

 یخروجا یاک  ها محاسبه کنند، و در نتیجه را از ورودی

حادهای بعادی   کنناد کاه ممکان اسات در وا    ایجاد می

هاای مصانوعی اساساا  واحادهای     ناورون . استفاده شود

پردازشی هستند که برخی از عملیات را بر روی چندین 

کنند و معمولا  یاک خروجای   متغیر ورودی محاسبه می

باه  . شاود سازی محاسبه میدارند که از طریق تابع فعال

𝑤𝑖 طور معمول، یک نورون مصانوعی دارای وزن  اسات   

 هاای مصانوعی  نده درجه ارتباط بین نوروندهکه نشان

 و یک بردار آستانه 𝑥𝑖 متغیرهای ورودیاست که دارای 

𝑏  است . 

هااای از نظاار ریاواای، کاال ورودی و خروجاای نااورون  

                                                           
1 Convolutional Neural Network 

2 Convolutional 

3 Pooling 

 (2)و  (1هاای ) رابطاه تاوان باه صاورت    مصنوعی را می

 .[4توصیف کرد]

                                       (1رابطه)
i i

i

u w x 

)            (2رابطه) ) i i

i

z f u b f w x b
 

    
 
  

بااه  b و  u ،z ،x،wپارامترهااای  ،(2( و )1رابطااه )در 

ها و ترتیب کل ورودی، خروجی، متغیرهای ورودی، وزن

ساازی را  یک تابع فعاال ، f. تابع دهندبایاس را نشان می

 ،غیرخطای خطی یاا  یک تابع  تواندد که میدهنشان می

 باشد. سیگموئید، هذلولی یا یکسو شده

از یک تابع خطی اصلاح شده به عناوان   در این پژوهش

و این تابع به عناوان   شده استسازی استفاده تابع فعال

. تاابع  شاود نامیده می( ReLU4) واحد خطی اصلاح شده

ReLU [19تعریف کرد]( 3رابطه )توان به صورت را می: 

           (3رابطه)
( 0)

( ) max(0, )
0( 0)

u u
f u u f

u

 
   

 
 

شود خروجای برخای از   باعث می ReLU سازیتابع فعال

که باعث پراکندگی شابکه و کااهش    صفر شودها نورون

شاود و باه طاور ماوثر از     وابستگی متقابل پارامترها می

 .[20کند]جلوگیری مینیز مشکل بیش برازش 

 

                                                           
4 Rectified Linear Unit 

 [
 D

O
I:

 1
0.

61
18

6/
jg

it.
11

.3
.8

5 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jg

it.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

20
 ]

 

                             5 / 19

http://dx.doi.org/10.61186/jgit.11.3.85
http://jgit.kntu.ac.ir/article-1-925-en.html


 

 90 

 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1402 پاییز  ومشماره س  مهدیازال س

 [4] های کانولوشن: نمایش شماتیک شبکه3شکل 

و یک  از یک لایه کانولوشنعصبی کانولوشن  شبکه یک

در  لایااه کانولوشاان. تشااکیل شااده اساات لایااه ادغااام

د، در این فرآینا . ها از تصاویر نقش داردویژگی استخراج

شاود و  می اعمالروی تصاویر بریک فیلتر با اندازه ثابت 

 تصاویر استخراج ازرا  باندها درجات خاکستریالگوهای 

وجاود   های ادغامبعد از هر لایه کانولوشن، لایه. کندمی

 شاود ها ایجااد مای  دارد که برای کاهش واریانس ویژگی

با محاسبه عملیات یک ویژگی خااص بار روی یاک    که 

 .شوداز تصویر انجام می قسمت

دو عملکاارد دارد. اولااین عملکاارد کاااهش  ادغااام لایااه

لایه کانولوشان   ازاست که  ایویژگیحساسیت موقعیت 

به طاوری کاه مقادار خروجای لایاه       .شوداستخراج می

یژگای اساتخراج   حتی زمانی که موقعیت مقادار و  ادغام

تغییار   ،شده توسط لایه کانولوشن در تصویر جابجا شود

عملکرد دوم بزرگ کردن میدان پذیرنده بارای  . کندنمی

دو عملیاات ممکان    .کانولوشان اسات  متاوالی  های لایه

انجاام شاود، یعنای عملیاات      ادغاام هاای  است در لایاه 

میاانگین، کاه در آن مقاادیر     دیگری عملیات حداکثر و

میانگین باه ترتیاب بار روی منطقاه ویژگای       حداکثر و

تاوان  کند که میشوند. این فرآیند تضمین میمی اعمال

هاای تصاویر   نتایج یکسانی را حتای زماانی کاه ویژگای    

باه   ،هاای کاوچکی هساتند   یا چارخش  تفسیرهادارای 

بنادی و تشاخیص اشایا    دست آورد، و این بارای طبقاه  

-یفاه نموناه  وظ ادغاام بسیار مهم است. بناابراین، لایاه   

باارداری از خروجاای لایااه کانولوشاان و حفااظ موقعیاات 

هاا  مکانی تصویر و همچنین انتخاب مفیادترین ویژگای  

هااای بعاادی را دارد. پااس از چناادین لایااه  باارای لایااه

هساتند   1های کاملا  به هم متصل، لایهادغامکانولوشن و 

های لایه قبلی را گرفتاه و باه تاک تاک     که تمام نورون

 .کنندلایه خود متصل میهای نورون

هاای کانولوشان، ادغاام و    در نهایت، به دنبال تمام لایاه 

کنناده  بندی، ممکن است از یک لایه طبقهکاملا  متصل

کلاس هار تصاویر اساتفاده    تعلق برای محاسبه احتمال 

اساتفاده شاده    Softmax از تاابع در این پاژوهش   .شود

ر روی احتمالات هر کلاس هاد  را با   تابعاین  است که

کناد و باه   د  ممکان محاسابه مای   های ها تمام کلاس

 :شودنوشته می( 4رابطه ) صورت

 (4رابطه)

1 2

1

max ( , ,..., )
j

uk

k k k k u

j

e
y soft u u u

e


 


   

نشاان   u تعاداد واحادهای خروجای و    k (،4در رابطاه) 

 .دهنده متغیرهای ورودی است

نیاز   2برای ارزیابی عملکرد شبکه، بایاد یاک تاابع زیاان    

                                                           
1 Fully Connected 

2 Loss Function 

 تصویر ورودی

 ادغام کانولوشن

ReLU 

 ادغام کانولوشن .........

ReLU .............
 

.............
 .............
 .............
 
 ادغام کانولوشن

ReLU 

 ادغام کانولوشن .........

ReLU 
 لایه کانولوشن و ادغام 1000تا  2

 از تصاویر هااستخراج ویژگی

 لایه کاملا متصل

ی
لایه خروج

 

 بندی تصاویرطبقه

S
o

ftm
a

x
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سازی اثربخشی شبکه را در مدلتابع زیان، . تعریف شود

هد  از آماوزش  . کندمجموعه داده آموزشی ارزیابی می

 . به حداقل رساندن خطای تابع زیان است

( 5رابطاه ) باه صاورت    Softmax آنتروپی متقااطع تاابع  

 د:شوتعریف می

log                   (5رابطه)
.1 1

N k
E t y

n k kn k
   

 
 

هاای آموزشای   دار دادهدهناده بار  نشان t(، 5در رابطه )

دهناده  نشاان  N و محتمال دهنده کلاس نشان Kاست، 

 .ها استتعداد کل نمونه

 آشکارساز چندجعبه تک شات -2-2

دو جازن   یدارا( SSD1آشکارساز چندجعبه تاک شاات )  

 اصالی مادل ساتون   . 3و سر 2اصلیمدل ستون  کیاست: 

آماوزش   شیاز پا  ریتصاو  یبندشبکه طبقه کیمعمولا  

عمال   یژگا یبه عنوان استخراج کنناده و  است که دهید

استفاده  یبه جاآشکارساز چندجعبه تک شات . کندمی

شابکه   کیا را باا اساتفاده از    ریتصو ،متحرکاز پنجره 

 صیمساوول تشاخ   یاکند و هر سلول شبکهیم میتقس

باه   انیاشا  صیاسات. تشاخ   ریاز تصو هیدر آن ناح انیاش

در آن منطقه  ئیش کیکلاس و مکان  ینیبشیپ یمعنا

وجود نداشاته باشاد، آن را باه عناوان      یویاست. اگر ش

گرفتاه   دهیا و مکان ناد گرفتهدر نظر  نهیکلاس پس زم

آشکارساز چندجعباه تاک   شبکه عصبی عمیق . شودیم

ای های مرزی را به مجموعاه ، فضای خروجی جعبهشات

هاای  ها و مقیااس فرض بر روی نسبتهای پیشاز جعبه

کناد. در  مکان نقشه ویژگی تفکیاک مای   مختلف در هر

بینی، شبکه امتیازهاایی را بارای حضاور هار     زمان پیش

کناد و  فارض ایجااد مای   در هر جعبه پایش  یئدسته ش

ین ایجااد  یتنظیماتی را برای مطابقت بهتر با شاکل شا  

هاا را از  بینای کند. علاوه بر ایان، ایان شابکه پایش    می

کند رکیب میهای مختلف تهای چندگانه با وووحنقشه

                                                           
1 Single Shot MultiBox Detector 
2 Backbone 

3 Head 

های مختلاف را کنتارل   تا به طور طبیعی اشیان با اندازه

 ،است ترساده دیگرهایی نسبت به روشنماید. این روش 

کند برداری مجدد پیکسل را حذ  میزیرا مراحل نمونه

. دهاد انجام مای و تمام محاسبات را در یک شبکه واحد 

را آشکارسااز چندجعباه تاک شاات      آماوزش  در نهایت

هاایی کاه باه یاک     کند و ادغام آن در سیستممی آسان

 .  [21کند]آسان می را جزن تشخیص نیاز دارند

( معماری کلای شابکه عصابی کانولوشانون باا      4)شکل

دهد. در ایان  آشکارساز چندجعبه تک شات را نشان می

، دهیا آموزش د شیاز پ ریتصو یبندشبکه طبقهپژوهش 

 باشد.می ResNetشبکه 

 ResNetمدل  -3-2

توسط های و   2015اولین بار در سال  ResNetمعماری 

همکاران ارائاه شاد. در آن زماان، ایان معمااری برناده       

بندی چندین مسابقه شد و رکورد جدیدی را برای طبقه

های تصاویر ثبت کارد. ایاده اصالی مادل     مجموعه داده

ResNet   هاای سااختمان آن بارای    این است کاه بلاوک

هاای لایاه،   یادگیری توابع باقیمانده با ارجای به ورودی»

طراحاای « بااه جااای یااادگیری توابااع غیاار مرجااع    

به لایاه  x. در این مدل یک ورودی دلخواه [22]اندشده

در نظار گرفتاه    yای از شبکه عصبی و خروجای بهیناه   

، شابکه  شده اسات. در ماورد یاک تاابع بادون مرجاع      

زناد:  کند، تقریب میرا تولید می yرا که  fمستقیما  تابع 

y = f (x)    منظور از تابع باقیمانده در ایان زمیناه، ایان .

را تقریاب   y = x + f (x)است که شبکه جدیاد اکناون   

زند. بنابراین شبکه باه جاای اینکاه یااد بگیارد کاه       می

 چگونه ورودی باید تبدیل شود تا خروجی ماورد نظار را  

ایجاد کند، تفاوت بین ورودی و خروجای بهیناه را یااد    

دهد که چگونه این مفهاوم  ( نشان می5گیرد. شکل )می

شاود. های یک شبکه کانولوشن اعماال مای  بر روی لایه
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 : معماری کلی شبکه عصبی کانولوشنون با آشکارساز چندجعبه تک شات4شکل 

 

ResNet [22]: بلوک ساختمان مدل 5شکل 

کند که در یک ورودی دریافت می ResNetشبکه  بلوک

-شود، باه دنباال آن نرماال   آن یک کانولوشن اعمال می

ایان  . شودمی انجام  ReLU سازیای و فعالسازی دسته

شود و ورودی به نقشه ویژگی بار دوم تکرار میبرای کار 

با این معمااری یاادگیری تبادیل    . شودحاصل اوافه می

هاا را  ساز فقط بایاد وزن تر است، زیرا بهینههویت آسان

مشاااهدات . هااای کانولوشاان بااه صاافر برسااانددر لایااه

هاای بیشاتر باه    های قبلی این بود که افزودن لایهمدل

. نقاش  دهاد کرد را افزایش نمای شبکه موجود لزوما  عمل

کاه   اسات ایجاد یک لایه یا بلوک  ResNetمدل  کلیدی

چیدمان ایان  . بتواند به راحتی تغییر هویت را یاد بگیرد

آل نبایاد  ها در بالای شبکه موجود در حالات ایاده  بلوک

هاای جدیاد تغییار    عملکرد آن را بدتر کند، زیرا بلاوک 

ملکرد مادل پایاه را   گیرند و در نتیجه عمیهویت را یاد 

های جدید اواافه شاده تعاداد    اما بلوک. کنندمیحفظ 

دهنااد، درجااات آزادی و عمااق شاابکه را افاازایش ماای 

های پیچیده را افزایش بنابراین ظرفیت یادگیری ویژگی

هاا وجاود   اگر نمایش بهتری از داده . در نتیجهدهندمی

 .داشته باشد، شبکه جدید باید بتواند آن را یاد بگیرد

 دقت یادگیری   دبرآور -4-2

و  دقات مدل در هر دوره یادگیری باا اساتفاده از تواباع    

دهنده دقات  نشانشود. تابع دقت میاعتبارسنجی  زیان

بندی تصاویر اعتبارسنجی است، در حالی مدل در طبقه

 کانولوشن

 کانولوشن

 xورودی بلوک 

 
+ 

ReLU 

ReLU 

 سازی تصاویرنرمال

 سازی تصاویرنرمال

x + f(x) 

f 

 آشکارساز چندجعبه تک شات

 لیستون اص
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بینای توساط   دهنده عدم دقت پایش نشان تابع زیانکه 

مقادار  اشد، آمیز باگر یادگیری مدل موفقیت. مدل است

با این حال، . زیاد است مقدار تابع دقت،کم و تابع زیان، 

در طول یادگیری زیاد شاود، نشاان    مقدار تابع زیاناگر 

معیار بازیابی یاا  و  1دقت. معیار دهنده بیش برازش است

های ارزیابی برای تشاخیص  ترین شاخصرایج 2حساسیت

مقادار ایان    هار چاه  . هستنددر یادگیری عمیق   اهدا

. تار اسات  بینای قاوی  بالاتر باشد، توانایی پایش معیارها 

باه  بازیاابی  تشاخیص و نار     های محاسبه دقتفرمول

 :نشان داده شده است (7) و (6های )رابطهترتیب در 

TP                                     (6رابطه)
P

TP FP



 

TP                                    (7رابطه)
R

TP FN



 

منفاای  ،3(TP) مثباات واقعاای ،(7) و (6هااای )رابطااهدر 

بار اسااس مااتریس     FP(5) مثبات کااذب  و  FN(4)کاذب 

های مختلاف  که تعداد تشخیص شوندابهام محاسبه می

دهد کاه  تعداد اهدافی را نشان می TPدهند. مینشانرا 

تعداد اهدافی را نشان  FP اند ودرستی شناسایی شدهبه 

اما به اشتباه به عنوان هاد    ،انددهد که هد  نبودهمی

دهد که تعداد اهدافی را نشان می FN .اندشناسایی شده

 .[23]اند نشدهاما شناسایی  ،هد  هستند

پارامتر ارزیابی  یک معادل بین این دو F1- Score معیار

هاا تعریاف   وان میانگین هارمونیک آناست و به عنمدل 

 ((:8)رابطه ) شودمی

1                             (8رابطه) 2Score

P R
F

P R


 


 

 هایافته -3

هاای قناات از   هد  این پژوهش کشف دهانه میله چااه 

                                                           
1 Precision 

2 Recall 

3 True Positive 

4 False Negative 

5 False Positive 

ای دانلود شده از ساامانه گوگال ارث بار    تصاویر ماهواره

 (6باشاد. شاکل )  های یادگیری عمیاق مای  مبنای مدل

ساااختار ماادل پیشاانهادی باار مبنااای شاابکه عصاابی  

 .دهدمینشان کانولوشن را 

 آموزشای باا اساتفاده از   هاای دادهدر این تحقیق، ابتادا  

در . [24]شده اسات شده آماده قطعه قطعه روش تصویر 

ای گوگاال ارث باارای ماااهواره تصاااویرابتاادا ایان روش،  

در  256ابعااد   باا  منطقه مورد مطالعه در شهرستان بم،

پیکسل برای دو کالاس قناات بار اسااس شاکل،       256

ر افازا رنگ، بافت و ساختار دهانه میله چاه قنات در نارم 

ArcGIS Pro   در مرحلاه بعاد، ایان    بریده شده اسات و

همپوشانی هام باه صاورت     %50های با تصاویر به مربع

ر بریاده شاده اسات. د   عمودی و هم باه صاورت افقای    

شااده بااه عنااوان تصاااویر  ه قطعااهقطعاانهایاات تصاااویر 

در منطقاه ماورد مطالعاه     شده است.  آموزشی استفاده

های قنوات تخریب شده است و شکل برخی از میله چاه

امکان تشخیص و استخراج توسط عامل انساانی نیاز باا    

مشکل مواجه است، لذا در این مطالعه بارای آماوزش از   

ای شکل های قنواتی استفاده شده است که دارمیله چاه

مناسب هستند. قنوات با شکل مناسب در منطقه ماورد  

های آموزشی در دو کالاس )دریچاه بااز و    مطالعه نمونه

هاای  اند. تعداد میلاه چااه  بندی شدهدریچه بسته( طبقه

 30قنات در منطقه ماورد مطالعاه باه وساعت تقریبای      

 557میله چاه بوده اسات کاه    2496کیلومترمربع برابر 

میلاه   1939میله چاه آن دارای شکل تخریاب شاده و   

چاه دارای شاکل مناساب در دو کالاس )دریچاه بااز و      

 300دریچه بسته( بوده است. برای هر کالاس حاداقل   

نمونه آموزشی  600از  نمونه آموزشی و در مجموی بیش

 دریچه میله قنات انتخاب شده است. 

های آموزشی استخراج شاده  ( تعدادی از نمونه7شکل )

 از تصویر اصلی همراه با دو نمونه آموزشی انتخاب شاده 

به منظاور نشاان دادن   دهد. می برای دو کلاس را نشان

پردازشی بار روی  هیچ پیش، مورد استفاده عملکرد مدل

 نجام نشده است.اتصاویر 
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 : ساختار مدل پژوهش بر مبنای آشکارساز چندجعبه تک شات برای کشف قنات6شکل 

  

 

 
 های قنوات در منطقه مورد مطالعه در دو کلاس پیشنهادیهای تصاویر آموزشی میله چاه: نمونه7شکل 

بصاری  ه صاورت  تاوان تاا حاد زیاادی با     ها را میقنات

زیارا  ها را استخراج نماود،  هندسی آن تشخیص و مکان

-مای دیاده  در ترازهای بلند و خطای   هادهانه میله چاه

هاا در  دهاناه میلاه چااه    منطقه مورد مطالعاه در  .شوند

ایجااد مجموعاه    تصاویر گوگل ارث قابل تشخیص است.

هااای آموزشاای باازرگ و بااا کیفیاات بااالا یکاای از  داده

یادگیری عمیاق  ها در مسیر استفاده از بزرگترین چالش

به منظور افزایش نر  فراخاوان، اشایان باا ساطا      است.

تار بایاد برچساب گاذاری شاوند. عادم       اطمینان پاایین 

قطعیااات، سااااوگیری و خطااااا در طااااول فرآینااااد  

گاذارد. بادون   گذاری بر عملکرد مدل تأثیر مای برچسب

گذاری شده واقعای، قضااوت در ماورد    های برچسبداده

ی آموزشای ممکان اسات در    هااینکه اشتباهات در داده

در عملکرد وعیف مدل نقش داشته باشد، دشوار اسات.  

این تحقیق سعی شده است تعداد نمونه آموزشی بهنیاه  

برای دستیابی به دقت بهتر در مدل پیشنهادی انتخااب  

 شود.

در این پژوهش از شبکه عصبی کانولوشاون بار مبناای    

بارای   ResNetشابکه   آشکارساز چندجعبه تک شات باا 

هاای  کشف و استخراج خودکار مکان هندسی میله چااه 
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برخلا  رویکردهاای مرساوم   قنوات استفاده شده است. 

های ها با استخراج ویژگیکنندهبندیبرای آموزش طبقه

مراتاب  سلساله مادل پیشانهادی    شاده دساتی،  طراحی

آموزد ها میکنندهبندیها به طبقهها را از پیکسلویژگی

د. در ایان  دها به طور مشاترک آماوزش مای    ها راو لایه

آشکارسااز چندجعباه تاک     از لایه نهایی مادل پژوهش 

گوگل ارث استفاده  تصاویر قنات ازبرای شناسایی شات 

به طور تصادفی همه تصاویر با هام مخلاوط    شده است.

هااای هااای آموزشاای و دادهتااا از همپوشااانی داده شااده

تصااویر  درصاد   85سپس  شود،اعتبارسنجی جلوگیری 

درصااد  15عنااوان داده آموزشاای و آمااده بااهدسااتبااه

گردیاده   عنوان داده اعتبارسانجی اساتفاده  مانده بهباقی

 است. 

( ResNet 34لایه ) 34با  ResNet از شبکهبرای آموزش 

کااه یااک ماادل یااادگیری عمیااق  شااده اسااتاسااتفاده 

مطالعه از تصاویر علت که در این این  بهکلاسیک است، 

هااای آموزشاای و  وچااک بااه عنااوان داده بااا اناادازه ک 

ایان شابکه باا دو لایاه     . کناد اعتبارسنجی استفاده مای 

کانولوشن، دو لایه ادغام و یک لایه کاملا متصل ساخته 

نقشااه  256تولیااد ، منجاار بااه ResNet34. شااده اساات

شاود.  یما  یورود ریتصاو  کی یبرا 7*7با ابعاد  یژگیو

 هیا چناد لا  ایا  کیا تنها آشکارساز چندجعبه تک شات 

اواافه شاده اسات و     ResNet34کانولوشن است که باه  

 انیاش یهاو کلاس یمرز یهاها به عنوان جعبهیخروج

یم ریتفس یینها یهاهیلا یسازفعال موقعیت مکانیدر 

نویسی به زباان پاایتون و   مدل مورد نظر با برنامه شوند.

افازار  هاای یاادگیری عمیاق و نارم    استفاده از کتابخاناه 

ArcGIS Pro سازی شده است.پیاده 

پارامترهای مدل اجرا شده در این مطالعه شاامل تعاداد   

نااار   ( وepoch=50) 50برابااار هاااای آموزشااای دوره

به صورت کاهشی استفاده شده است. آماوزش  یادگیری 

هااای آموزشاای بااا یااک پیشاانهادی باار روی داده ماادل

تاا  باا پردازشاگر مرکازی نسال      لپکامپیوتر شخصی 

 5گیگابایات، حادود    12برابار   RAMو  Core i7هشت 

دقات  دقیقه طول کشیده اسات. میاانگین    36ساعت و 

درصاد   89 مدل برابار  های اعتبارسنجی لایه نهاییداده

 آموزشای، هاای  دورهافزایش تعاداد  به دنبال بوده است. 

ه کااهش یافتا   تاابع زیاان  مقادیر دقت افزایش و مقادیر 

ها بیش از حد دهد که همه مدلاین نتایج نشان می است.

انااد و بااا موفقیاات  نشااده باارازشهااا بااه مجموعااه داده

((.8)شکل ) اندشده را یاد گرفته قطعههای تصاویر ویژگی

 
 یر پردازش شده(های تصاوهای یادگیری )دسته: تابع زیان بر اساس دوره8شکل 
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پس از آموزش مدل، مدل آموزش دیده پیشانهادی بار   

ای گوگاال ارث دانلااود شااده بااه  روی تصااویر ماااهواره

هاای  کیلومتر مربع برای کشاف میلاه چااه    30مساحت 

کشاف   میله چااه قناات  برای هر  قنوات اجرا شده است.

برای نماایش مکاان   ، جعبه مستطیلی شده توسط مدل

هاار جعبااه ماارزی دارای امتیاااز  . دساات آماادب قنااوات

است که درجه اطمینان برای حضاور   1تا  0اطمینان از 

س از آن، بارای  . پا دهاد را نشان می میله چاه قناتیک 

 همپوشاانی  دیگرحذ  کادرهای مرزی اوافی که با هم

داشاتن یکای باا باالاترین امتیااز      داشتند، با نگاه  بالایی

های مارزی  در نهایت، تمام جعبه. اطمینان استفاده شد

 حذ  شدند،درصد(  20) 2/0کمتر از  با امتیاز اطمینان

 87/99تاا   03/20دامنه اطمینان قنوات کشف شده بین

بارای   هاد  های بنابراین بهترین گزینه باشد.درصد می

 .دحفظ شدن اعتبارسنجی الگوریتم تشخیص

هاای قناات   با توجه به شکل و تراکم دهاناه میلاه چااه   

عملکرد مدل پیشنهادی مورد بررسی قرار گرفت که در 

 ها اشاره شده است:ادامه به آن

-مناطق با تراکم کم و شکل مناسب دهانه میله چاه( 1

 های قنات

هاا  مدل پیشنهادی در مناطقی که شکل دهانه میله چاه

ها زیاد اسات، دارای دقات   آنتغییر نکرده و فاصله بین 

های قنات را تشخیص بالایی بوده است و تمام میله چاه

( یک نمونه از نتیجه عمکرد مادل بار   9دهد. شکل )می

هاا را  روی مناطق با تراکم کم و شکل مناسب میله چااه 

 دهد.نشان می

 

 
ها: نتیجه مدل اعمال شده در مناطق با شکل مناسب و تراکم کم میله چاه9شکل 

 

-مناطق با تراکم بالا و شکل مناسب دهانه میله چاه( 2

 های قنات

هاا  که شکل دهانه میله چاهمدل پیشنهادی در مناطقی 

تغییر نکرده و فاصله باین آنهاا کام اسات، دارای دقات      

هاای قناات را   درصد میله چاه 90بالایی بوده و بیش از 

دهد، در این مورد میازان همپوشاانی باین    تشخیص می

( یاک نموناه   10های شناسایی مجاز است. شکل )جعبه

باالا و  از نتیجه عمکرد مدل بار روی منااطق باا تاراکم     

دهااد.هااا را نشااان ماای  شااکل مناسااب میلااه چاااه  

 

 
ها: نتیجه مدل اعمال شده در مناطق با شکل مناسب و تراکم بالای میله چاه10شکل 
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ب شده دهانه میله مناطق با تراکم کم و شکل تخری( 3

 های قناتچاه

هاا  مدل پیشنهادی در مناطقی که شکل دهانه میله چاه

در گذر زمان تخریب شده و بطور کلی شکل دهانه میله 

ها به سختی قابل شناسایی است و همچنین فاصاله  چاه

ها زیاد و در نتیجه تراکم کم اسات، دارای دقات   بین آن

از نتیجه عمکارد   ( یک نمونه11باشد. شکل )پایینی می

مدل بر روی مناطق با تراکم کم و شکل تخریاب شاده   

 دهد.ها را نشان میمیله چاه

 

 
هامیله چاه کم: نتیجه مدل اعمال شده در مناطق با شکل تخریب شده و تراکم 11شکل 

مناطق با تراکم زیاد و شکل تخریبب شبده دهانبه    ( 4

 های قناتمیله چاه

هاا  مدل پیشنهادی در مناطقی که شکل دهانه میله چاه

ها کام و در نتیجاه تاراکم    تخریب شده و فاصله بین آن

باشاد. در ایان   زیاد است، دارای دقت خیلی پایینی مای 

هاای شناساایی مجااز    مورد میزان همپوشانی بین جعبه

( یک نمونه از نتیجه عمکرد مادل  12بوده است. شکل )

بر روی مناطق با تراکم زیاد و شکل تخریب شاده میلاه   

دهد. در این حالت حتای تشاخیص و   ها را نشان میچاه

هاا بارای عامال انساانی نیاز      استخراج دهانه میلاه چااه  

 ای انسانی است.چالشی بوده و دارای خط

 

 
 ها: نتیجه مدل اعمال شده در مناطق با شکل تخریب شده و تراکم بالای میله چاه12شکل 
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تشاخیص و اساتخراج موقعیات    در این پاژوهش هاد    

هایی بوده است کاه دارای شاکل   مکانی دهانه میله چاه

اند، بادیهی اسات در صاورت اعماال دقات      مناسب بوده

هاای قناات تخریاب شاده، دقات تشاخیص و       برای چاه

 استخراج کاهش خواهد یافت.

( نتیجه نهاایی اعماال مادل بار روی منطقاه      13)شکل

رباع در تشاخیص   کیلومتر م 30مورد مطالعه به وسعت 

 دهد.قنوات با شکل مناسب را نشان می

ای گوگال  ( بخشی از محدوده تصاویر مااهواره  14)شکل

های قنات کشف شده چاه ارث با وووح بالا، حاوی میله

توسط مدل را برای منااطق دارای میلاه چااه باا شاکل      

 دهد.مناسب نشان می

 

 
 های قنوات در منطقه مورد مطالعه: نتیجه نهایی مدل اعمال شده برای کشف میله چاه13شکل 
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 مطالعههای قنوات کشف شده توسط مدل در منطقه مورد میله چاه : نمونه14شکل 

( نتیجه ارزیابی دقات مادل اساتفاده شاده را     1جدول )

دهاد. بادیهی   ها با شکل مناساب نشاان مای   برای قنات

های قناات تخریاب   است در مناطقی که شکل میله چاه

شده و حتی توسط عامل انسانی اساتخراج و تشاخیص   

ی خیلای کمتار   مشکل است، دقات مادل پیشانهاد    آن

 .((2)جدول) خواهد بود

( نتیجه ارزیابی دقات مادل اساتفاده شاده را     2جدول )

های تخریب شاده و باا شاکل مناساب     برای کلیه قنات

 دهد.  نشان می

 های قنوات با شکل مناسببرای میله چاه ارزیابی دقت مدل: معیارهای 1جدول 

 (Precision) معیار دقت (Recallبازیابی )معیار  F1 Scoreمعیار 
86/0 82/0 91/0 

 

 قنواتهای : معیارهای ارزیابی دقت مدل برای تمام میله چاه2جدول 

 (Precision) معیار دقت (Recallبازیابی )معیار  F1 Scoreمعیار 
62/0 60/0 65/0 

 گیرینتیجه -4

قنات به عنوان یک سازه تامین آب پایدار در مناطق کم 

های آب یا خشک شناحته شده است. مدیریت این سازه

آبی با توجه به شرایط آب و هوایی وروری است. اولاین  

-گام در این راستا تهیه نقشه قنوات موجود است. روش

های زمینی تهیه نقشه قنوات با توجه باه شارایط آب و   

هوایی و نیاز به صر  هزینه و زمان بالا، هر چناد دارای  

-باشند، مقرون به صرفه نیستند. لاذا راه دقت بالایی می

ای بعدی استفاده از تصاویر هوایی و تصاویر مااهواره  کار

با قدرت تفکیک بالا است. علاوه بر هزینه تهیاه تصااویر   

بندی هوایی و همچنین نیاز به پردازش و عملیات مثلث

باید اپراتور تبدیل عوارض مورد نظار را بصاورت بصاری    

در فضای سه بعدی یا دوبعدی بر روی تصااویر ارتوفتاو،   

ستخراج نمایاد کاه هماین مرحلاه تبادیل      تشخیص و ا

)تشخیص و استخراج عوارض( زمانبر است و در نتیجاه  

هزینه تهیه نقشه زیاد خواهد شد. در این راستا استفاده 

ای با قدرت تفکیک مکاانی باالا بارای    از تصاویر ماهواره

شاود. باا   تشخیص و استخراج نقشه قنوات پیشنهاد مای 

-ای مای ذ تصاویر ماهوارهتوجه به هزینه نسبتا بالای اخ

ای در دسترس در سامانه گوگال  توان از تصاویر ماهواره

ارث استفاده نمود. در صورت استخراج بصری عوارض از 

ای نیاز به اپراتور تبدیل و تفسیر تصااویر  تصاویر ماهواره

وجود دارد و ممکن است اپراتورهای مختلف تشخیص و 

ند. در این راستا حتی نحوه استخراج متفاوتی داشته باش
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در این پژوهش برای تشخیص و استخراج خودکار دهانه 

ای باا قادرت تفکیاک    های قنات از تصاویر مااهواره چاه

بالای در دسترس گوگل ارث استفاده شده اسات. بارای   

تشخیص اهدا  از تصاویر بهترین روش در عصر حاوار  

 مزیات اساتفاده از  باشاد.  های یادگیری عمیق میروش

هاا را باه   تواناد ویژگای  این است که می عمیق یادگیری

هااای تنهااایی یاااد بگیاارد کااه در مقایسااه بااا الگااوریتم

باعث صرفه جاویی در زماان    یادگیری ماشین کلاسیک

های یادگیری عمیق دقات  یکی دیگر از ویژگی. شودمی

به این معنی است که آموزش بیشتر یاا   ،آن است بالاتر

دقت بالاتر نسابت باه    منجر به اغلبورودی داده بیشتر 

به  یادگیری عمیق های، مدل. اماشودمیهای قبلی مدل

زماان   ولای زمان بیشاتری بارای آماوزش نیااز دارناد،      

 هاای تری برای استنباط در مقایساه باا الگاوریتم   کوتاه

بارای دقات بهتار،    . معمولی نیاز دارناد  یادگیری ماشین

 نوانبه عبه مقادیر زیادی مجموعه داده  یادگیری عمیق

یاادگیری عمیاق و   . ورودی در طول آماوزش نیااز دارد  

حال جدیادی   اخیرا  به راه های عصبی کانولوشنالشبکه

ویر تبادیل  ابنادی تصا  و طبقاه  اهادا   برای تشاخیص 

 ایاشا  صیتشخ یاصل تمیدر عمل، دو نوی الگور. اندشده

 و R-CNN مانناد  ییهاا تمیالگاور ناوی اول  وجاود دارد.  

Fast(er) R-CNN  دو  کااردیرو کیاااز د کااه هسااتن

 ییشناساا  یابتادا بارا   یعنی .کنندیاستفاده م یامرحله

شاوند و   کشاف در آنجا  انیاش رودیکه انتظار م یمناطق

شابکه   را فقط در آن مناطق باا اساتفاده از   انیسپس اش

 ییهاا تمیالگاور  ،نوی دوم. کنندیم ییشناسا کانولوشنی

 و [25( ]دیا کنیبار نگاه م کی)شما فقط   YOLOمانند

کااملا    کارد یرو کیا  آشکارساز چندجعبه تاک شاات از  

 تواناد یکه در آن شبکه ما  کنندیکانولوشنال استفاده م

کناد.   دایا پ نگااه  کیرا در  ریتصو کیدرون  انیتمام اش

 یاماا اجارا   ،دارند یمعمولا  دقت بهتر اول یهاتمیالگور

-مرحلهتک یهاتمیکه الگور یکندتر است، در حال هاآن

باه  دارناد و   قابل قبولی همکارآمدتر هستند و دقت  ای

همین دلیل در این پاژوهش از ایان الگاوریتم اساتفاده     

از نسبت ابعاد آشکارساز چندجعبه تک شات  شده است.

 آشکارساازی تواند برای کند و میفرض استفاده میپیش

 .  [26] شود استفاده یئش

-هچا میله های آموزشی دهانهدر این پژوهش ابتدا نمونه

ه ای دانلاود شاده از ساامان   های قنات از تصاویر مااهواره 

نموناه   600گوگل ارث اساتخراج شاده اسات. بایش از     

پیکسال بارای    256در  256آموزشی در تصاویر با ابعاد 

آموزش مدل تهیه شده است. سعی گردیده مدل طوری 

در  را با نمونه آموزشی کمتر وانتخاب گردد که بتوان آن

متر آموزش داد. مدل پیشنهادی در این پژوهش زمان ک

یک مدل شبکه عصبی کانولوشن بار مبناای آشکارسااز    

باشاد.  می ResNet34چندجعبه تک شات بر پایه شبکه 

هاای آمااده   نویسای پاایتون و کتابخاناه   مدل باا برناماه  

سازی شده است. پاس از آماوزش   یادگیری عمیق پیاده

ای ویر مااهواره مدل، مدل آموزش دیده بر روی یک تصا 

گوگل ارث ژئورفرنس شاده در محادوده منطقاه ماورد     

هاای  مطالعه اجرا شده است و موقعیت مکانی میله چااه 

 اساتخراج شاده اسات.    UTMقنات در سیساتم تصاویر   

هاای قناات باا شاکل     نتایج ارزیابی مدل بروی میله چاه

ی و معیار بازیااب  91/0برابر  دقتمناسب بر اساس معیار 

باشد. بطاور  می 86/0برابر  Score1Fو معیار  82/0برابر 

دهاد کاه مادل یاادگیری عمیاق      کلی نتایج نشان مای 

-تواند در تشخیص و استخراج میلاه چااه  پیشنهادی می

ل ای موجود در سامانه گوگهای قنات از تصاویر ماهواره

 ارث استفاده شود. 

بهتار حفاظ   چااه   شکل دهانه میلهمدل در مناطقی که 

ه ، بهتارین عملکارد را داشات   نشده باشاد  شده و تخریب

. بیشترین میزان مثبت کاذب به مثبات واقعای در   است

در گاذر زماان تخریاب    قنات چاه  میلهمناطقی بود که 

. همچنین در است یا قطعیت شناسایی پایین استشده 

متر بوده  10ها کمتر از مناطقی که فاصله بین میله چاه

یر و نزدیکای  است، بدلیل قادرت تفکیاک مکاانی تصاو    

تری داشته های قنات، مدل نتایج وعیفنسبی میله چاه

دهااد کااه امکااان تشااخیص و نتااایج نشااان ماای اساات.

های قنات با دقات مناساب   استخراج اتوماتیک میله چاه

ای دانلود شاده از ساامانه گوگال ارث    از تصاویر ماهواره
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 پذیر است که باا نتاایج پاژوهش لای و همکااران     امکان

در  در حووااه تورپاااند. لاای و همکاااران مطابقاات دار

با استفاده از مدل  منطقه خودمختار اویغور سین کیانگ

نقشه قنوات را با دقات کلای    YOLOv5یادگیری عمیق 

ای گوگل ارث تهیه نمودناد  درصد از تصاویر ماهواره 86

در صورت استفاده از تصااویر هاوایی و همچناین     .[17]

دقات مادل افازایش    های آموزشای  افزایش تعداد نمونه

تااوان بااا ادغااام تصاااویر خواهااد داشاات. همچنااین ماای

چندطیفی کارکرد مادل را بهباود بخشاید. در صاورت     

-های آموزشی با شرایط متفاوت میافزایش تعداد نمونه

توان به نتایج بهتری دست یافت. بارای تحقیقاات آتای    

های یادگیری عمیاق  گردد که از سایر مدلپیشنهاد می

   اویر پهپاد فتوگرامتری استفاده گردد.و همچنین تص
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Abstract 

Identifying qanat and mapping them is one of the vital tasks in the science of groundwater resources 

management. However, it is difficult to map qanats because conventional methods such as field mapping are 

very costly and time consuming, and in some cases, due to the structure of qanat, land extraction faces many 

challenges. Identifying objects from image data using computer image processing techniques and neural 

networks is one of the most promising techniques for identifying qanats. Due to the fact that the satellite images 

of Google Earth system are the only satellite images with high spatial resolution, free of charge and available, 

the Google Earth satellite images have been used in this research. In this research, more than 600 educational 

samples have been prepared from the openings of qanats. In this research, due to its higher processing speed, 

the convolutional neural network single-shot multi-box detector based on ResNet network has been used to 

automatically detect and extract the geometric location of qanats  The proposed model has been taught by 

training samples based on 85% of the training data and 15% of the validation data, with 50 repetition courses 

and an accuracy of more than 90%. The trained model is implemented on the image of the study area in order 

to discover the shafts of qanats. The results show that this model can work with the accuracy criterion equal to 

0.91, the recovery criterion equal to 0.82, and the F1Score criterion equal to 0.86 in discovering the location of 

the rod of the aqueduct wells with a suitable shape. For the areas where the shape of the rod of the wells is 

destroyed, the accuracy of detecting and extracting the position of the wells is equal to 0.65. This research 

shows that it is possible to automatically identify and extract aqueduct well rods with appropriate accuracy 

from satellite images downloaded from the Google Earth system.  

Key words: Convolution Neural Network, Single Shot Multi-box Detector, Qanat, ResNet, Google Earth. 
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