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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400زمستان  شماره چهارم   نهمال س

 مقدمه -1

روش  کی  به عنوان  یبعدسه ابرنقطه ریاخ یهادر سال

-توج ه واق ع ش ده    به شدت مورد ا،یاز اش دیجد نمایش

ک ه  هس تند   ییاز جمله ابزارها های لیزریاسکنراست. 

ب ه س رعت و دق ت      توانندیم د،یجد یعنوان تکنولوژبه

 دن  کن هی  را ته اش یا  نق اط س طح    یبع د مختصات سه

 مربوط به ابرنقطه در استفاده از یهاپردازششیپ. ]19[

باش ند ک ه از   توجه م ی بسیار مهم و قابل ،یتکنولوژنیا

 1توان ب ه ح ذف ن ویز   ها میپردازشمهمترین این پیش

آن،  بس ته ب ه روش تهی ه   خام  ابر نقطه رای، زاشاره کرد

اس ت. پ س متعاقب ا     2ن ویز و نق اط پ رت   معمولا شامل 

با استفاده از  3بندیشبکهو  سازیمدل یبرا ییهاچالش

. همانطور که وجود خواهد داشت یبعدسه یهاداده نیا

س طح   کی   تی  فیکاست، ( نشان داده شده1در شکل )

ب ه   یورود ابر نقط ه  تیفیبه ک یشده بستگ سازیمدل

ابرنقط ه خ ام قب ل از    پردازش  نیبرابنا ؛دارد یسازمدل

 .خواهد بود یضرور استفاده در کاربردهای مختلف،

ریزی شهری، بعدی شهری در برنامههای سهکاربرد مدل

س ازی  باشد؛ همچنین مدلکارتوگرافی، معماری و ... می

بعدی اشیا در کاربردهایی نظیر مهندس ی معک و ،   سه

-. مورد استفاده قرار م ی مرمت آثار باستانی، پزشکی و ..

ه ای  ها و لب ه مانند گوشه 4گیرد. بنابراین حفظ جزئیات

و  اس ت  یضرور زیحذف نو نیدر حبعدی های سهمدل

از  زیح ذف ن و  . ]4[باش د  از اهمیت بالایی برخوردار می

ت ر  اس ت پ ر چ الش    جزئیاتکه شامل  یمجموعه نقاط

 زیتما رایز ،ابر نقاط بزرگ شیمخصوصا در نما باشد،یم

ب ه   یادیز یهاروش است. دشوارتر زیها از نویژگیو نیا

 یه ا س نجنده از  یزین و  یه ا یمنظور مقابله با خروج  

 ینه ا ب را  آاز  یتنها تعداد کم  داده، وجود دارد اما هیته

 ان د مناس ب  زین و  کاهشحفظ جزئیات سطح در هنگام 

                                                           
1 noise 

2 outlier 

3 meshing 

4 Sharp features 

ب ا   زیموجود، اقدام به حذف ن و  هایتمیاغلب الگور .]6[

ام ا   ؛]25[ ن د نماییابرنق اط م    بن دی شبکهاده از استف

-یحس ا  م    زینسبت به نو ییتنهاخود به یبندشبکه

ح ذف  بندی قبل از شبکهپس لازم است ابر نقطه  ؛باشد

بن دی  شبکه سطح ابرنقطه برخلاف نی. همچنگردد زینو

اس  تحکام  ای   یگ  ونیب  ه حف  ظ اتص  الات پل ازی  ن ش  ده

ابرنقطه  ساده یکارکردن رو نیندارد. بنابرا یکیژتوپولو

عملک رد بهت ر    یکمت ر و دارا  یهاپردازش ازمندیتر و ن

 .]25[ است

مختل  ف ب  ه  یه  ا از جنب  ه( 2911ه  ان و همک  اران )

 1005ه  ایی ک  ه از س  ال ی روشو معرف   یبن  ددس  ته

تاکنون توسط محققین مختلف برای ح ذف ن ویز ارائ ه    

بن دی  ب رای دس ته   موجود هایو دیدگاه پرداخته شده،

کردن، ری، تص و آم اری  بی  ترترا به های حذف نویزروش

. ]6[ اس ت  مط رح ک رده  موج ک  پردازش  ی وگیهمسا

 ه ا در ادام ه ب ه   دگاهی  د نی  االگوریتم کل ی هری ک از   

ه ا  بن دی روش ( دس ته 2شکل ) .گردندیم انیب اختصار

 دهد.در حذف نویز را نشان می

ب ه ای ن    یگیهمس ا  یب ر مبن ا   یهاروش یکل تمیالگور

شده نقاط ب ا اس تفاده از    لتریف تیموقع صورت است که

-یمش خ  م    ی آنه ا هاهیهمسا اط باشباهت نقمیزان 

 هیناح ایها نقاط، نرمال تیموقع لهیشباهت، به وس .شود

ب ه   ت وان یم   ه ا روش نیاز جمله ا. ]6[ شودیم فیتعر

 یروش ب ر مبن ا   نی  ا. ]2[ اش اره ک رد   5ب ایلترال  لتریف

اش های نق اط همس ایه  هر نقطه با نرمال نرمال شباهت

 .باشدمی

سطح  ب ه اب ر    کیکردن  ریتصوهای بر مبنای روش در

 ک ه توس ط  ی مانن د س طح   ؛ش ود ینقطه برازش داده م

از  یمحل بیتقر کیکردن  دایبه منظور پ( 1008لوین )

مربع ات،   نیکمترروش  لهیشده به وس زیسطح حذف نو

سطح را به عن وان   نیا توانیم .]1[ستشده ا پیشنهاد

در نظ ر گرف ت و ح ذف     یهندس یگر محلفیتوص کی

                                                           
5 bilateral 

 [
 D

O
I:

 1
0.

52
54

7/
jg

it.
9.

4.
1 

] 
 [

 D
O

R
: 2

0.
10

01
.1

.2
00

89
63

5.
14

00
.9

.4
.1

.4
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

2-
01

 ]
 

                             2 / 19

http://dx.doi.org/10.52547/jgit.9.4.1
https://dor.isc.ac/dor/20.1001.1.20089635.1400.9.4.1.4
https://jgit.kntu.ac.ir/article-1-609-en.html


 

 3 

          ...نقطههه ابههر از نههنی  حهه   منظههنر بههه نههنی  روشههی ارائههه
 و همکارانسحر کمالن 

 

انجام  یمحل یگرهافیتوص نیرا بر اسا  شباهت ا زینو

باشد که هایی میاین روش در محل تیمحدود. ]1[ داد

 .]1[پراکندگی نقاط کم است 

  

  

  

 

 
 بعدی: تاثیر وجود نویز در مدلسازی سه1شكل

 

 ]7و6[های مختلف های حذف نویز از دیدگاهبندی روش: دسته2شكل

-توانند برای پردازش دادههای پردازش موجک میروش

 نیت اوب شوند، مانند روش بعدی نیز توسعه دادههای سه

ک ردن س طح   ( که از عملگر لاپلاسین برای ن رم 1005)

ها ب ر  . این روش]31[کند بندی شده استفاده میشبکه

ه ای  ش وند ک ه هم واره مولف ه    این اسا  تعری ف م ی  

ه ای  فرکانس بالا برای داشتن ن ویز مس تعدتر از مولف ه   

. برای پیاده س ازی در گ ام   ]41[فرکانس پایین هستند

نخست با اعمال موجک گسسته تابع پراکنش نقاط وارد 

ت وان ب ا حدآس تانه گ ذاری،     فضای فرکانس شده و م ی 

های بالا را حذف کرد. حدآستانه گذاری در این فرکانس

. ]42[ش ود روش به دو صورت نرم و س خت انج ام م ی   

ه گ  ذاری، از طری  ق بازس  ازی پ  س از انج  ام حدآس  تان

-توان به داده حذفموجک )اعمال موجک معکو ( می

یاف ت. در ح التی ک ه عم ده خطاه ای      نویز شده دست

سیستماتیک حذف شده باش ند و تنه ا ن ویز ب ا توزی ع      

گوسی در داده باقی مانده باش د، اس تفاده از ای ن روش    

 نتایج مطلوبی خواهد داشت.

 بن  دیخوش  هآم  اریه  ای ی  ک فرآین  د کل  ی در روش

(clustering ) ک ه   ایخوش ه ب ه  و انتساب نقاط ابر نقطه

باشد؛ که دارد، میاحتمال واقع شدن در آن را  نیشتریب

روشهای حذف نویز

آماری
پردازش  
موجک

تصویر کردن همسایگی
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400زمستان  شماره چهارم   نهمال س

-( مطرح شده2995) اسکال و همکاران این ایده توسط 

دار وزنه ا در  تف اوت روش آماری  دیدگاهدر . ]3[است 

 ان دازه  تعیین نوع و و احتمالچگالی تابع درنظر گرفتن 

وب ک ردن نقط ه ب ه    س  ب ه منظ ور من  ، 1پنجره جستجو

. در ادامه الگوریتم کلی سه مورد باشدیمربوطه م خوشه

-های حذف نویز آماری بی ان م ی  از پرکاربردترین روش

گردد. ایده اصلی در روش آماری پیشنهاد ش ده توس ط   

برای حذف نویز به این ص ورت اس ت    اسکال و همکاران

نرم ال ف رش ش ده و احتم ال هرنقط ه       که توزیع نقاط

ش ود.  م ی تخم ین زده  2توسط ت ابع بیش ترین ش باهت   

بمنظ ور ب رآورد ت ابع بیش  ترین ش باهت، ی ک ص  فحه      

کمترین مربعات به نقاط همس ایگی ه ر نقط ه ب رازش     

شود . فاصله نقطه موردنظر تا این صفحه بیانگر داده می

ش د؛  باشده میاحتمال تعلق نقطه به صفحه برازش داده

از طریق مجموع این احتمالات برای تمامی نق اط، ت ابع   

ش ود. ح ال جه ت تعی ین     بیشترین شباهت برآورد می

ه ای محل ی ت ابع    ها لازم اس ت اکس ترمم  مراکز خوشه

شباهت برآوردشده، تعیین گردد. به این منظور بیشترین

شباهت تخمین زده شده گرادیان گرفته از تابع بیشترین

ک ه منطب ق ب ر گرادی ان ص فر ت ابع        شود و نق اطی می

ه ا را مش خ    شباهت هستند، مراک ز خوش ه  بیشترین

ای ک ه  ترتی ب ه ر نقط ه ب ه خوش ه     کنند. ب ه ای ن  می

گی رد.  بیشترین احتمال وقوع در آن را دارد، تعل ق م ی  

گ  ذاری، ن  ویزی از طری  ق حدآس  تانه   س  پس خوش  ه

شود. ان دازه پنج ره ب رای تعی ین     شناسایی و حذف می

یک  ایگی هر نقطه، در این روش مقداری در فاصلههمس

ه ای ورودی، انتخ اب   تا ده برابر میانگین چگالی نمون ه 

-گردد و نوع پنجره تابع گوسین است. از مح دودیت می

ع دم   اس کال و همک اران  های روش مطرح شده توسط 

حفظ جزئی ات در ح ین ح ذف ن ویز و انتخ اب ان دازه       

 .]3[پنجره به صورت تجربی، است

های اشتباه توسط لیزر اسکنر منجر به ایجاد گیریاندازه

                                                           
1 Kernel size 

2 Likelihood Function 

گردد؛ که باعث پیچیده شدن نقاط پرت با تراکم کم می

ه ای محل ی اب ر نقط ه از جمل ه      فرآیند تخمین ویژگی

تغییرات انحنا و تخمین نرمال نقاط، است. بعضی ازای ن  

ه ای  توانند توسط بک ارگیری روش نقاط پرت و نویز می

سایگی ه ر نقط ه شناس ایی و در ص ورت     آماری در هم

عدم برآورد یک معیار مشخ ، ح ذف ش وند. ب ه ای ن     

-توس عه  از یک روش آماری 3کلودکامپرمنظور نرم افزار 

. ]30[گی رد یافته جهت حذف نقاط پرت و نویز بهره می

اف زار  روش حذف نویز آم اری بکارگرفت ه ش ده در ن رم    

ان ه پ ردازش   کلودکامپر بسیار به روش حذف نویز کتابخ

شباهت دارد. این روش ابت دا فاص له ه ر     (PCL) 4نقاط

کند، اش را محاسبه مینقطه از نزدیکترین نقاط همسایه

سپس می ان فواص ل محاس به ش ده ب رای ه ر نقط ه،        

شود. پارامتر تعداد نقاط همس ایه در  میانگین گرفته می

گردد. سپس نقاطی این الگوریتم توسط کاربر تعیین می

ی ضریبی از انحراف ر از میانگین فاصله به علاوهکه دورت

کن د. ض ریب   معیار استاندارد نقاط هستند را حذف م ی 

انحراف معیار استاندارد نیز پارامتری اس ت ک ه توس ط    

لیزر اس کنرها عموم ا ابرنق اط ب ا      شود.کاربر تنظیم می

ه ای  گی ری کنن د، ان دازه  های مختلف تولی د م ی  تراکم

سکنر منجر به تولی د نق اط اش تباه    اشتباه توسط لیزر ا

-شود که وجود این نقاط پ رت نت ایج م دل   پراکنده می

کند. الگوریتم حذف ن ویز  بعدی را تخریب میسازی سه

ارائه ش ده توس ط روس و و همک اران ک ه در کتابخان ه       

ب ه ای ن    سازی گردیدهنیز پیاده 5پردازش ابرنقاط متلب

ط ه از نق اط   باشد که میانگین فواص ل ه ر نق  ترتیب می

اش و انحراف معیار استاندارد فواصل نزدیکترین همسایه

گردد. سپس نقاطی که فاصله آنه ا  همسایه محاسبه می

بیشتر از مجموع متوسط کل میانگین فواصل و ض ریبی  

گردن  د. از انح  راف معی  ار اس  تاندار باش  د، ح  ذف م  ی 

الگوریتم حذف نویز ارائه شده توسط روس و و همک اران   

                                                           
3 Cloud Compare v2.8.1[64bit]-[3D view1] 

4 Point cloud Library  

5 MATLAB 
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و تع داد نق اط    1یب انحراف معیار استاندار را مقدار ضر

گیرد؛ زیرا آزمایش در نظر می 39همسایگی هر نقطه را 

درص د   1های مختلف با فرش اینکه روی مجموعه داده

دهد که این مق ادیر نت ایج   از نقاط نویز باشند، نشان می

 یای  مزا از .]43[مطلوبی در حذف ن ویز خواهندداش ت  

-به این مهم می یآمار دیدگاهی مطرح شده در هاروش

 یه ا ه ا ب رخلاف روش  روش نیادر که  توان اشاره کرد

ی محل   ش ونده  ب رازش  تمیالگوربکارگیری  ،کردنریتصو

توس ط  ای ی چندجمل ه پارامتره ا  نی ی درجه ب الا و تع 

 امیها مس تق روش نیا نیهمچن د.نندار ، ضرورتیاپراتور

بن دی  و نی ازی ب ه ش بکه    دنشویابر نقطه انجام م یرو

. در این مقاله روشی ]30و  26، 8، 5، 3[ابرنقطه نیست 

اس ت. در ای ن   ارائه شده نویز ابرنقطهآماری جهت حذف

بندی ابر نقطه از طریق تعیین اندازه روش نتیجه خوشه

بهینه برای پنجره جستجو ب ه ص ورت خودک ار، بهب ود     

اعض ا و فواص ل    گذاری روی تعدادیابد و با حدآستانهمی

شود؛ که ق ادر ب ه   داخل هر خوشه، حذف نویز انجام می

ه ا  حفظ جزئیات از جمله جزئیات مانن د لب ه و گوش ه   

 است.

پس از بی ان مق دمات ف ود؛ در بخ ش دوم ای ن مقال ه       

اس ت،  سازی روش پیشنهادی مط رح ش ده  مراحل پیاده

های مورد استفاده، داده بخش سوم نیز به ترتیب به ارائه

پ ردازد،  ارزی ابی نت ایج م ی    دول نتایج و بحث درب اره ج

بخش چهارم شامل نتیجه گیری نهایی و در نهایت ذکر 

 منابع مورد استفاده در این مقاله است.

 روش پیشنهادی -2

نویز ذکر ش ده   های آماری حذفتوجه به مزایای روشبا

در پیشینه تحقیق، در این مقاله ی ک روش پیش نهادی   

گذاری به هم راه  بندی وحدآستانهبنای خوشهمبر آماری

 ه ا تعداد خوش ه  کهییاز آنجااست. روابط آنها، ارائه شده

در روش ارائه شده،  ستیداده ابرنقطه مشخ  ن کی در

ابتدا ابر نقطه با روش انتقال میانگین که روشی نظ ارت  

-بندی م ی بندی ابر نقطه بوده، خوشهنشده برای خوشه

انتقال می انگین از ی ک ت ابع تخم ین     . روش ]21[ شود

 چگالی احتم ال غیرپارامتری ک برمبن ای پنج ره     زننده

بن دی  . نتیجه روش خوش ه ]21[کنداستفاده می 1پارزن

 جستجو وابستگی مس تقیم دارد،  مذکور به اندازه پنجره

از ح د ب زرگ انتخ اب ش ود      شیاگر پنجره بکه بطوری

-یح ذف م    زینوحذف  نیدر ح زین یداده اصل اتیجزئ

 زی  ها نزیاز حدکوچک انتخاب شود نو شیاگر بگردند و 

ی انتخ اب ان دازه   نی. بنابراشوندیمانده و حذف نم یباق

ب ا   ابرنقط ه  زین و ح ذف به منجر  بهینه برای این پنجره

ای ن منظ ور در ای ن    ب ه . گرددیم اتیحفظ جزئ تیقابل

الگ وریتم  پژوهش اندازه بهینه برای ابعاد پنجره توس ط  

ط ور خودک ار تخم ین    به ]28[ 2نوردیسازی تپهبهینه

نوردی بعنوان یک سازی تپهشود. الگوریتم بهینهزده می

ه ای  جوابه نسبت به الگ وریتم سازی تکالگوریتم بهینه

، از س رعت پ ردازش   3مبن ای جمعی ت  س ازی ب ر  بهینه

بن دی،  . بعد از اتمام خوشه]26[بیشتری برخوردار است

خوشه فاصله هر نقطه از میانگین سایر نق اط آن  در هر 

گذاری روی این فواص ل و  آستانهخوشه محاسبه و با حد

تعداد اعضای هر خوشه، نقاط پ رت و ن ویز شناس ایی و    

( 3)پیشنهادی در شکل گردد. روند کلی روشحذف می

ابر نقطه نویزی، ورودی فرآیند است. در  ارائه شده است.

برنقطه بر مبنای پنج ره محاس به   اولین مرحله چگالی ا

بهین ه   شود. سپس با تعریف یک تابع هزین ه ان دازه  می

گ ردد.  نوردی محاسبه میسازی تپهپنجره با روش بهینه

-در مرحله بعد ابرنقطه به روش انتقال می انگین خوش ه  

شود. سپس تعداد نقاط در هر خوش ه بررس ی   بندی می

باشد، در هر خوشه گردد؛ اگر این تعداد بیشتر از سه می

ه  ر نقط  ه از می  انگین س  ایر نق  اط آن خوش  ه   فاص  له

اخرین مرحله اگر هریک از فواص ل   شود. درمحاسبه می

محاسبه شده از حدآستانه بیشتر باشد نقطه مرب وط ب ه   

آن فاصله حذف و در غیر اینصورت نقط ه در اب ر نق اط    

-ماند. خروجی، ابر نقطه حذف ن ویز ش ده م ی   باقی می

 باشد.

                                                           
1 Parzen window 

2 Hill climbing 

3 PSO(particle-swarm optimization) 
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پیشنهادی روند کلی روش :3شكل
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 تخمین تابع چگالی احتمال -2-1

اگر هیچ اطلاعی راجع به شکل تابع توزیع نق اط وج ود   

خوبی  نداشته باشد یا تابع توزیع نرمال مانند گوسین به

های غیر پارامتریک که ها منطبق نباشد، از روشبر داده

-دهند استفاده م ی برای هر توزیعی به خوبی جواب می

ک ه ب ه    . روش تخمین چگالی برمبنای پنجره]26[شود

عنوان روش پنجره پارزن نیز شناخته ش ده اس ت ی ک    

های روش غیر پارامتریک برای محاسبه تابع چگالی داده

 .]26[باشد( می1بطه )ورودی طبق را

(                     1رابطه)   ^

 

1

1 n

H H i

i

f x K x x
n 

  

،  (1) در رابط  ه ^

 Hf x  ت  ابع تخم  ین زنن  ده چگ  الی

بع دی  بردار س ه  xتعداد نقاط ابر نقطه ورودی،  nنقاط، 

ان دازه پنج ره ی ا     Hت ابع پنج ره و    HKنقاط ابر نقط ه،  

ت وان از  م ی  . همچن ین ]26[باشدپارامتر نرم کردن می

مختلفی مانند گوسین، ک روی، اس توانه ای    توابع پنجره

و... استفاده کرد؛ پنج ره م ورد اس تفاده در ای ن مقال ه      

( 2باشد که از طریق رابطه )بعدی میپنجره گوسین سه

 .]21[ شودتعریف می

(            2رابطه)  1/2 1/2 21
H  

2
HK x exp h x  

  
 

 

3بعدی، یک ماتریس قط ری  ابعاد پنجره گوسین سه

( 2در رابط  ه ) Hدهن  د و را تش  کیل م  ی hن  ام ب  ه 3

دترمینان این ماتریس است؛ و از طری ق ض رب مق ادیر    

بع دی  ، ک ه ابع اد پنج ره گوس ین س ه     روی قطر اصلی

 گردد.هستند، حاصل می

( با پنج ره  1نتیجه تابع تخمین زننده چگالی رابطه )در 

( تعریف 3ه صورت رابطه )( ب2گوسین حاصل از رابطه )

k,خواهد شد که در آن،  dcلیزاسیون است.ثابت نرما 

            (    3رابطه) 
2

,^

,

1

n
k d i

h K

i

c x x
f x K

nH h

 
   

 
 

 محاسبه اندازه بهینه پنجره تاابع تخماین   -2-2

 نوردیسازی تپهچگالی با بكارگیری روش بهینه

بندی با روش انتق ال می انگین وابس تگی    نتیجه خوشه 

ی دارد؛ چگ ال  نیت ابع تخم   مستقیم ب ه ان دازه پنج ره    

بهین ه ب رای پنج ره از اهمی ت      بنابراین انتخاب ان دازه 

هایی از این منظور تاکنون روشبالایی برخوردار است. به

( و 2996همگرای  ی، بای  ا ، روش ژان    )جمل  ه ب  ازه 

( جه  ت انتخ  اب ان  دازه بهین  ه 2994روش هاین  دمن )

؛ که ای ن  ]32و  31، 39، 20[اند شدهپنجره بکار گرفته

باش ند؛  ها شامل محاسبات سنگین و پیچی ده م ی  روش

بنابراین این مقاله سعی بر تعریف یک تابع هزینه س اده  

 نوردی دارد.تپه سازیو استفاده از الگوریتم بهینه

 تعریف تابع هزینه-2-2-1

اندازه بهینه پنجره با کمینه ک ردن اخ تلاف ب ین ت ابع     

چگالی تخمین زده شده و تابع چگالی حقیقی محاس به  

که تابع چگالی حقیق ی مش خ    شود؛ اما از آنجاییمی

-ب ه   (LOOCV) 1نیست، از روش اعتبارسنجی یکطرف ه 

-(، اس تفاده م ی  4ه )منظور تعریف تابع هزینه ب ا رابط   

 .]33[گردد

(                    4رابطه)   ^

,

1

1
log

n

H i i

i

L H f x
n





  

(         5رابطه) 
 

 ^
1

1

1

n

ji i H i j
j i

f x K x x
n




 

  

^ )ix( وت ابع هزین ه    L(H)( ، 4در رابط ه ) 

,H if   تخم ین

ک ه از طری ق    باشدزننده روش اعتبارسنجی یکطرفه می

، (5)ش  ود. در رابط  همحاس  به م  ی( 5رابط  ه ) ^

i if x
 

نقطه  n)-(1با استفاده از سایر  ixتخمین چگالی گر بیان

تع داد تم امی نق اط     nمشاهده شده از داده ابرنقط ه و  

( با کمینه Hباشد. حال اندازه بهینه پنجره )ابرنقطه، می

-تپ ه کردن تابع هزینه از طریق الگوریتم بهین ه س ازی   

 گردد.نوردی محاسبه می

 نوردی روش بهینه سازی تپه-2-2-2

پس از تعریف تابع هزینه، اندازه بهین ه ب رای پنج ره از    

گ ردد. روش  سازی تپه نوردی محاس به م ی  روش بهینه

س اده در   روش کنوردی ی  اکتشافی تپهبهینه سازی فرا

ب ه   یازیروش ن نیاست. در ا ی،محل نهیمقدار به نییتع

س ازی  این روش بهین ه . ستیر مشتق و جهت آن نمقدا

                                                           
1 leave-one-out cross-validation 
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ط  ی ی  ک جس  تجوی سراس  ری مق  ادیری ب  ه ص  ورت 

نمای د و بهین ه محل ی اط راف آن     تصادفی انتخاب م ی 

 نییتع رهیحالت تک متغ در. ]28[کندمقادیر را پیدا می

 یمحل   ن ه یتکرار آن ما را به سمت به زیگام حرکت و ن

ب رای   هی  اول مق دار این پژوهش یک  در. کندیم تیهدا

اندازه پنجره جستجو در بازه کمینه فاصله نمونه برداری 

-ص ورت تص ادفی انتخ اب م ی    به ،تا ده برابر این فاصله

ت  ا از  29گ  ردد. در ای  ن مقال  ه فواص  ل ه  ر نقط  ه ب  ا  

گ ردد س پس   اش محاسبه م ی نزدیکترین نقطه همسایه

مقدار کمینه بین این فواصل، ب رای هرنقط ه  محاس به    

عن وان کمین ه   این کمین ه فواص ل ب ه    کمینه شود ومی

شود. سپس ت ابع  فاصله نمونه برداری در نظر گرفته می

ب رای ان دازه پنج ره،     هزینه به ازای انتخاب ای ن مق دار  

 ن  دیفرا کی   یط  گ ردد. در مرحل ه بع د    محاس به م ی  

 ج اد یا هی  اول ری  اط راف متغ  یمقدار تصادف کی یتکرار

ازای مق دار جدی د ب رای    این بار تابع هزینه ب ه  کرده و 

آن  ینگ  یبهگ ردد و می زان   اندازه پنجره، محاسبه م ی 

اگ ر مق دار    ش ود؛ س نجیده م ی   هی  اول ریمتغ نسبت به

 نیگزیج ا  هی  با مقدار اول دیبهتر بود، مقدار جد ینگیبه

در  دیمقدار جد کی جادیو سپس روند قبل با ا گرددمی

. ش ود یتکرار م   ،شده نیگزیجا دیجد ریمتغ یگیهمسا

و  ن ه یها وابسته به ت ابع هز پاسخ ینگیبه زانیم یبررس

 یب  وده و ب  ه ن  وع مس   له بس  تگ یانتخ  اب اری  ن  وع مع

؛ که در این مقاله کمین ه ش دن ت ابع هزین ه     ]28[دارد

 باشد.مطرح شده معیار بهینگی اندازه پنجره می

بناادی بااه روش انتقااال میااانگین، خوشااه -2-3

 شناسایی وحذف نویز و نقاط پرت

با درنظر گرفتن مزایای مطرح شده در بخش قبل ب رای  

مبن ا، در ای ن    چگ الی ه ای  بندی از طریق روشخوشه

میانگین ک ه ی ک   بندی به روش انتقالپژوهش از خوشه

روش غیر پارامتریک نظ ارت نش ده اس ت و نی ازی ب ه      

-ها ندارد، اس تفاده ش ده  دانش قبلی درباره تعداد خوشه

است. مراحل این الگوریتم به این ترتیب است که ابت دا  

گیرد، مرکز پنجره جستجو روی نقطه مورد نظر قرار می

شود که آیا این نقطه اکسترمم محل ی  سپس بررسی می

هست یا خیر، شرط اکسترمم بودن نقطه این است ک ه  

ازای آن نقطه گرادی ان ت ابع تخم ین زنن ده چگ الی      به

(، ص فر باش د. اگ ر اکس ترمم     4مطرح شده در رابط ه ) 

محلی نباشد مرکز پنج ره جس تجو ب ه می انگین نق اط      

درون پنجره انتقال میابد و شرط اکسترمم محلی ب ودن  

گ ردد، فرآین د انتق ال مرک ز     در نقطه جدید بررسی می

پنجره تا زمان پیدا شدن اکسترمم محلی ادام ه خواه د   

دند و گرها مشخ  میاین ترتیب مراکز خوشهداشت. به

هر نقطه متناسب با اینکه به کدامیک از مراک ز خوش ه   

همگرا شده باشد، به آن خوشه تعل ق میگی رد بعب ارت    

( نشان داده شده میانگین 4دیگر همانطور که در شکل )

 محلی به مناطق با تراکم بیشتر انتقال میابد.

 حدآستانه گذاری و حذف نقاط پرت و نویز-2-4

لازم اس ت نق اط پ رت و ن ویز     بندی بعد از انجام خوشه

منظ ور ب رای ه ر نقط ه     شناسایی و حذف شوند. به این

آن نقط ه ت ا    داخل هر خوشه با حداقل سه عضو، فاصله

ش ود و از  میانگین سایر نق اط آن خوش ه محاس به م ی    

آم ده،  گذاری روی این فواصل بدس ت  طریق حد آستانه

-م ی  اصلی حذف نقاط پرت و نویزها شناسایی و از داده

گردند. به ط وری ک ه اگ ر فاص له بیش تر از حدآس تانه       

باشد، نقطه مربوط به این فاصله به عنوان نویز شناسایی 

-( محاس به م ی  6شود. حدآستانه از طری ق رابط ه )  می

در ه ر خوش ه ب ا تع داد اعض ای بیش تر از س ه،         گردد.

فواصل تک به تک نقاط واقع در آن خوشه ب ا می انگین   

 شود.محاسبه می (d) سایر نقاط آن خوشه

(                                  6رابطه) d dT     

حدآستانه مورد نظ ر،  T(، 6)در رابطه 
d   متوس ط ک ل

 ضریب انح راف  انحراف معیار استاندارد و dفواصل،

 گردد.صورت تجربی تعیین میباشد که بهمی
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 ترین ناحیهتوصیف فرآیند انتقال میانگین.الف(توزیع همسان نقاط.ب( انتقال میانگین به متراکم: 4شكل

 پیاده سازی روش، ارزیابی و بررسی نتایج -3

س  ازی روش ه  ا، پی  ادهای  ن بخ  ش ش  امل معرف  ی داده

ها جهت مقایس ه ب ا روش   پیشنهادی و بیان سایر روش

پیشنهادی، معیارهای ارزی ابی و بررس ی نت ایج حاص ل     

ئ ه  باشد. نتایج خروجی درقال ب ج دول و تص ویر ارا   می

 شده است.

 های مورد استفادهداده -3-1

بع  دی مت  راکم ب  انی ه  ای س  هدر ای  ن پ  ژوهش از داده

( 5ک ه در ش کل )   3و آرمادیلو 2، سرالهه ونو 1استفورد

 .]49[گردد شوند، استفاده مینمایش داده می

 ک  امپیوتری گرافی  ک ه  ای م  ذکور درآزمایش  گاه داده

 اسکنر لیزر دستگاه با و 1006سال  استفورد در دانشگاه

 .]49[اند شده برداشت 4بعدیسه

صورت بهبدون تابع توزیع مشخصی و  زینو در این مقاله

روش  ش  ده و اض  افهتص  ادفی و پراکن  ده ب  ه ابرنق  اط  

 س پس  اس ت. گردی ده  یسازادهیپ هاآن یرو پیشنهادی

در ح ذف   روش پیش نهادی  عملک رد  موثر ب ودن  زانیم

 خواهد شد. یبررس جزئیاتحفظ با قابلیت  زینو

 

                                                           
1 Stanford bunny 

2 Venus de Milo Head  
3 Armadillo  
4 Cyberearw3030MS 

 سازی روشپیاده -3-2

در ای ن پ ژوهش در مح یط    ارائه شده پیشنهادی  روش

 برنام ه  تس ت  شده و نت ایج از طری ق   سازیمتلب پیاده

 intel(R)core(TM)i7-6700Kس        تمیس یرو

CPU@4.00GHz  اس ت. جه ت بررس ی     آم ده  بدست

 سه دسته داده یروعملکرد روش پیشنهادی این روش 

های ح ذف نویزآم اری   گردد؛ سپس با روشمی آزمایش

، روسو و همک اران  اسکال و همکارانمطرح شده توسط 

ب  ا در نظ  ر گ  رفتن بهت  رین   کلودک  امپرو ن  رم اف  زار 

-اد نقاط برای همسایگی، ک ه در بخ ش  حدآستانه و تعد

-الگوریتم کلی آنها بیان گردیده است، مقایسه م ی  یک

 شود.
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400زمستان  شماره چهارم   نهمال س

بعدی: عوارض اسكن شده جهت تهیه داده سه5شكل

 

 نحوه ارزیابی نتایج -3-3

ه ای پیش نهادی و   بمنظور ارزیابی نتایج حاصل از روش

ه ای م  ذکور جه  ت مقایس ه، س  ه معی  ار ض  ریب   روش

 3و ض ریب کیفی ت   2، ضریب کامل ب ودن 1صحیح بودن

گ ر  ناند؛ که معی ار کام ل ب ودن بی ا    نظر گرفته شدهدر

عملکرد روش در حفظ جزئیات و معی ار ص حیح ب ودن    

ای ن   باشد. ب رای محاس به  گر صحت حذف نویز میبیان

ای ک ه ن ویز   نقط ه اص لی ب ا اب ر     ها ابتدا ابر نقطهمعیار

شود تا نقاط ن ویز  تصادفی به آن اضافه شده مقایسه می

حذف نویز شده توسط روش  جدا شوند، سپس ابر نقطه

پیشنهادی با نقاط ن ویز و ابرنقط ه اص لی ب دون ن ویز،      

گردد. ب ا بک ارگیری مق ادیر حاص ل از ای ن      مقایسه می

ب ه  ( 0( و )8(، )1ت وان از طری ق رواب ط )   ها میمقایسه

های ضریب کام ل ب ودن، ص حیح ب ودن و     ترتیب معیار

 ضریب کیفیت را محاسبه کرد.

100               (1رابطه)
 

  
 

TP
completeness

TP FN
 

100(                     8رابطه)
 

  
 

TP
Correctness

TP FP
 

 (   0رابطه) 100
 

  
  

TP
Quality prercentage

TP FP FN
 

تعداد نقاط ن ویزی   FP(؛ 0( و )8(، )1باتوجه به روابط )

شدند اما به اشتباه باقی ماندن د،  است که باید حذف می

FN باش د ک ه نبای د    اصلی م ی  تعداد نقاطی از ابر نقطه

تع داد   TPشدند و ب ه اش تباه ح ذف ش دند،     حذف می

شدند و اصلی است که  باید حفظ می نقاطی از ابر نقطه

                                                           
1 correctness 

2 completeness 

3 Quality percentage  

 اند.به درستی حفظ گردیده

 سازینتایج پیاده -3-4

موثر بودن عملکرد روش پیشنهادی از طری ق آزم ایش   

اس ت.  ( ارائه شده1های ذکر شده، در جدول )روی داده

ان دازه   ز،یشامل مدت زمان انجام ح ذف ن و   این ارزیابی

 ی وتع داد نق اط ورود   بع دی، بهینه پنجره گوسین س ه 

با توجه به مقدار انتخ اب ش ده    لتریتعداد نقاط بعد از ف

ان دازه ابع اد بهین ه پنج ره      .باش د یم   برای حدآستانه،

ن وردی  سازی تپهبعدی حاصل از روش بهینهگوسین سه

است. حدآستانه برای هر داده در جدول زیر بیان گردیده

با انتخاب مقادیر تجرب ی ب رای ض ریب انح راف معی ار      

ه ر داده محاس به و   ( برای 6استاندارد، از طریق رابطه )

 .است( مشخ  شده1در جدول )
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 ونوس و آرمادیلواستنفورد، سر الهههای بانیپیشنهادی اول روی داده  ارزیابی روش :1جدول

 

 داده

اجرای زمان 

 برنامه )ثانیه(

پنجره ابعاد 

 گوسین
 حدآستانه

تعداد نقاط 

 ورودی

تعداد نقاط بعد 

 از فیلتر

 بانی استنفورد
 

61/22 

 

995/9 

90/9 36443 39112 

91/9 36443 39193 

95/9 36443 26269 

 ونوسسر الهه
 

16/198 

 

9948/9 

913/9 81980 11499 

929/9 81980 89545 

990/9 81980 68946 

 آرمادیلو
 

56/2599 
993/9 

1/9 112014 160111 

915/9 112014 153958 

90/9 112014 164859 

شود ب ا در نظ ر   ( مشاهده می1همانطور که در جدول )

گرفتن مقدار بهینه برای اندازه پنجره، تعداد نقاط فیلتر 

باشد. شده به ازای مقادیر مختلف حدآستانه متفاوت می

حدآستانه مطلوب ب ه ت راکم، ن وع داده و    انتخاب مقدار 

ت وان مق دار   کاربرد مورد نظر کاربر بستگی دارد و نم ی 

ک  ه روش ج  ایی آن ث  ابتی ب  رای آن در نظ  ر گرف  ت. از

پیشنهادی بر حفظ جزئیات تاکید دارد، در این پژوهش 

شوند ک ه  حدآستانه مطلوب مقادیری در نظر گرفته می

ز، تعداد کمتری نقط ه از  به ازای آنها علاوه بر حذف نوی

ای ن منظ ور ض ریب    ابرنقطه ورودی حذف شده باشد. به

کامل بودن، صحیح بودن و ضریب کیفیت ب رای هرس ه   

مختلف حدآستانه محاسبه گردی ده  داده به ازای مقادیر 

 ( ارائه شده است.6در نمودارهای شکل)و 

( حدآس تانه مطل وب در   6با توجه به نمودارهای شکل )

است که به ازای شده مقداری درنظر گرفتهاین پژوهش 

آن، هر سه معیار ضریب کام ل ب ودن، ص حیح ب ودن و     

ضریب کیفیت، نسبت به س ایر مق ادیر بیش ینه باش د.     

( برای هر داده، مقداری که با رن    6بنابراین در شکل )

باشد. ای ن  است حدآستانه مطلوب میآبی مشخ  شده

 اند.ی نشان داده شده( نیز با رن  آب2مقادیر در جدول )

در ادامه، روش پیشنهادی با در نظر گرفتن ابعاد بهین ه  

پنج  ره و مق  دار مطل  وب انتخ  اب ش  ده حدآس  تانه در  

های حذف نویز آماری مط رح ش ده   (، با روش1جدول )

اف زار  ، روسو و همک اران و ن رم  اسکال و همکارانتوسط 

از ن رم   کلودکامپرنرم افزار  گردد.مقایسه می کلودکامپر

افزارهای پرک اربرد در فت وگرامتری و پ ردازش ابرنق اط     

باشد؛ و در این پژوهش ب ا در نظ ر گ رفتن بهت رین     می

ش ود.  حدآستانه و تعداد نقاط همسایگی، بکارگرفته م ی 

ن ویز ارائ ه ش ده توس ط اس کال و      الگوریتم کلی ح ذف 

همکاران، روسو و همک اران و ن رم اف زار کلودک امپر در     

جه ت ای ن   است. ژوهش حاضر بیان گردیدهبخش اول پ

مقایسه از معیارهای ضریب کامل بودن، صحیح ب ودن و  

ضریب کیفیت که در این بخش روابط آنها بیان گردی د،  

( ت ا  2نتایج ای ن مقایس ه در ج داول )   شود. استفاده می

 است.( برای سه داده مذکور ارائه شده4)
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-های بانیبررسی تاثیر حدآستانه در معیارهای کامل بودن، صحیح بودن و ضریب کیفیت روش پیشنهادی برای داده :6شكل

 ونوس و آرمادیلو آرمادیلواستنفورد، سر الهه

۹۵.۰۲ ۹۵.۱۱
۹۹.۸۹

۸۶.۵۲ ۸۵.۲۰

۹۹.۰۲

۷۵.۰۳ ۷۶.۲۰

۹۸.۵۰

درصد کیفی ضریب کامل بودن ضریب صحیح بودن

بانی استنفورد 

0.09حدآستانه  0.07حدآستانه  0.05حدآستانه 

۸۳.۷۶ ۸۳.۰۱

۹۸.۵۰

۸۲.۱۱
۸۹.۵۰

۹۹.۰۳۹۹.۹۴ ۱۰۰ ۹۹.۹۴

درصد کیفی ضریب کامل بودن ضریب صحیح بودن

سر الهه ونوس 

0.009حدآستانه  0.02حدآستانه  0.013حدآستانه 

۸۲.۰۲ ۸۰.۹۰

۹۸.۲۰

۸۲.۲۲ ۸۲.۵۰

۹۶.۷۰۹۶.۰۷ ۹۶.۱۰
۹۹.۵۴

درصد کیفی ضریب کامل بودن ضریب صحیح بودن

آرمادیلو

0.09حدآستانه  0.075حدآستانه  0.1حدآستانه 
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 ها برای داده بانی استنفوردپیشنهادی اول  وسایر روش ارزیابی روش :2جدول

 ضریب کامل بودن هاروش
ضریب صحیح 

 بودن
 ضریب کیفیت

 %92/05 %80/00 %11/05 روش پیشنهادی

 %02/88 %11/00 %19/80 روسو و همكاران

 %09/09 %08/00 %02/09 افزار کلودکامپرنرم

 %19/13 %05/00 %93/13 اسكال و همكاران

 
 ونوسها برای داده سر الههپیشنهادی اول  وسایر روش ارزیابی روش :3جدول

 ضریب کیفیت ضریب صحیح بودن ضریب کامل بودن هاروش

 %04/00 %04/00 %199 روش پیشنهادی

 %09/00 %09/00 %199 روسو و همكاران

 %12/00 %199 %12/00 افزار کلودکامپرنرم

 %19/05 %59/08 %04/05 اسكال و همكاران

 
 ها برای داده آرمادیلوپیشنهادی اول  وسایر روش ارزیابی روش :4جدول

 ضریب کیفیت ضریب صحیح بودن ضریب کامل بودن هاروش

 %91/06 %53/08 %19/06 روش پیشنهادی

 %01/00 %01/00 %199 روسو و همكاران

 %91/08 %199 %91/08 افزار کلودکامپرنرم

 %19/82 %29/08 %19/82 اسكال و همكاران

با بررسی درصدهای ضریب صحیح بودن و کامل ب ودن  

ت وان  ( م ی 4( ت ا ) 2های م ذکور در ج داول )  برای داده

اس کال و همک اران    نتیجه گیری کرد که، اگرچ ه روش 

نی  ز در ح  ذف ن  ویز عملک  رد خ  وبی دارد؛ ام  ا روش    

پیشنهادی به دلیل استفاده از ان دازه بهین ه پنج ره در    

بندی و بکارگیری تابع تخمین چگ الی بج ای در   خوشه

نظر گرفتن تابع توزیع نرمال برای نقاط، عملکرد بهتری 

ها نسبت ب ه روش  ها و گوشهدر حفظ جزئیات مانند لبه

دارد. بهب ود دق ت    اس کال و همک اران  ارائه شده توسط 

درص دی   96/4اس تنفورد،  درصدی در داده بانی 98/22

درص دی در داده آرم ادیلو    14ونو  و در داده سر الهه

 اس کال و همک اران  نسبت به روش مطرح ش ده توس ط   

-برای ضریب کامل بودن، صحت این ادعا را اثب ات م ی  

همانگونه که از بررسی معیارهای ض ریب   کند. همچنین

کامل و صحیح بودن و ضریب کیفی ت مش خ  اس ت،    

عملکرد روش پیشنهادی در حذف نویز و حفظ جزئیات 

-در بعضی موارد بهتر و یا بخ وبی عملک رد روش ح ذف   

نویز آماری ارائه شده توسط نرم افزار کلودکامپر و روسو 

( 2)ه نتایج جداولبنابراین با توجه بباشد. و همکاران می

(، در این مقاله روشی قدرتمند برای حذف نویز ابر 4تا )
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است که در ح ین ح ذف ن ویز ق ادر ب ه      نقطه ارائه شده

باش د.  ه ا م ی  ه ا و گوش ه  حفظ جزئیات از جمل ه لب ه  

ه  ای ح  ذف ن  ویز ش  ده توس  ط روش    مقایس  ه داده

پیش نهادی مقال ه    پیشنهادی اسکال و همکاران و روش

ب ه   باش د. ( نیز بیانگر این نتایج م ی 1ل )در تصاویر شک

علت تشابه ماهیت نقاط نویزی با نقاط متعلق به گوش ه  

نویز ام ری مه م و م ورد     ها تمایز این دو در حذفو لبه

( نی ز قاب ل   1) باش د. هم انطور ک ه در ش کل    ه میتوج

وس یع ن ویز و ح ذف     مشاهده اس ت، ب ا وج ود دامن ه    

ن ح ذف ن ویز توس ط    مقداری از نقاط ابرنقط ه در ح ی  

روش پیشنهادی، جزئی ات از جمل ه گ وش خرگ وش و     

ه ا و چان ه در س ر اله ه     پای آرمادیلو، نوک بین ی، ل ب  

ونو  برخلاف حذف نویز ارائ ه ش ده توس ط اس کال و     

 اند.همکاران کاملا حفظ گردیده
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ونوس حین استنفورد، پا در داده آرمادیلو و بینی،لب و چانه در داده سر الههحفظ جزئیات از جمله گوش در داده بانی: 7شكل

و همكاران. )الف(، )د( و)ز( داده  حذف نویز از طریق روش پیشنهادی در مقایسه با روش حذف نویز ارائه شده توسط اسكال

شامل نویز. )ب(، )ه( و )ح( داده حذف نویز شده توسط روش پیشنهادی مقاله. )ج(، )و( و )ط( داده حذف نویز شده توسط روش 

 پیشنهادی اسكال و همكاران.

 نتیجه گیری و پیشنهادات -4

ه ای ح ذف ن ویز ابرنقط ه     یکی از پرکاربردترین دیدگاه

باشد. این مقاله به ارائه روشی ن وین و  دیدگاه آماری می

پ ردازد. در روش پیش نهادی   موثر در این دی دگاه، م ی  

مقاله اندازه بهینه پنج ره جس تجو از طری ق الگ وریتم     

بن دی ابرنقط ه   ن وردی، بمنظ ور خوش ه   سازی تپهبهینه

تعی ین  ص ورت خودک ار   توسط روش انتقال میانگین، به

گردد. س پس در ه ر خوش ه فواص ل ه ر نقط ه ت ا        می

ش ود. ب ا   میانگین سایر نق اط آن خوش ه محاس به م ی    

حدآستانه گذاری روی این فواص ل نق اط پ رت و ن ویز     

گردن  د. بمنظ  ور ارزی  ابی روش شناس  ایی و ح  ذف م  ی

آزمایش گردی ده اس ت.    پیشنهادی روی سه دسته داده

ب دلیل اس تفاده از    ده د ک ه  ها نش ان م ی  نتایج ارزیابی

اندازه بهینه برای پنجره جستجو که بر چگ الی ابرنقط ه   

ه ا در ح ین   منطبق است، جزئیات از جمله گوشه و لبه

، 98/22ان د. بهب ود دق ت    حذف نویز بخوبی حفظ ش ده 

درصدی برای معیار ضریب کام ل ب ودن در    14و  96/4

 استنفورد، سرالهه ونو  و آرمادیلو نس بت های بانیداده

ش  ده توس  ط اس  کال و همک  اران ب  ا    ب  ه روش ارائ  ه 

پارامترهای مش خ ، ک ه تاکی دی ب ر حف ظ جزئی ات       

کند. محدودیت اصلی ندارد، صحت این ادعا را اثبات می

روش پیشنهادی در بکارگیری ابرنقاط تصویرمبنا، نظی ر  

-باش د. زی را ب ه   ابرنقاط اخذ شده از مناطق شهری، می

ابرنق اط، روش پیش نهادی   دلیل حجم بالای این نوع از 

س ازی و فاص له دچ  ار   در محاس بات مرب وط ب ه بهین ه    

گردد. همچن ین ابرنق اط   بر و پیچیده میفرآیندی زمان

ه  ای ب  دون تص  ویرمبنای تولیدش  ده از تص  اویر پرن  ده

دلیل تغیی رات س رعت پرن ده، زاوی ه دی د      سرنشین، به

هایی باریک و تغییرات روشنایی، ممکن است شامل نویز

ا ماهیت متفاوت از نویز تولید شده توسط لیزراس کنر و  ب

ن  ویز تص  ادفی ایجادش  ده در ای  ن مقال  ه باش  ند؛ ک  ه   

شناسایی آنها از طریق روش پیشنهادی ممک ن نباش د.   

تواند در تحقیقات آتی مورد بررسی قرار این موضوع می

که در این مقاله مق دار ض ریب انح راف    گیرد. از آنجایی

حدآستانه به ص ورت تجرب ی تعی ین     معیار در محاسبه

ص ورت خودک ار، بررس ی    است، تعیین این مقدار بهشده

بن دی  ه ای خوش ه  انواع پنجره، بک ارگیری س ایر روش  

-ها برای تخمین تابع چگالی و بهینهابرنقطه، سایر آماره

 )ط( )ح( )ز(
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ترین نقاط سازی پارامترهای تنظمی مانند تعداد نزدیک

خ وبی ب  رای   ین  هتوانن د زم هرنقط ه نی  ز م ی   همس ایه 

   تحقیقات آینده باشند.
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Abstract 

Raw point clouds usually include noise and outliers. Also, the point clouds generated by photogrammetry 

methods are noisier than the point clouds that are derived from active methods such as laser scanners, hence 

many challenges for reconstructing and meshing surface using these three-dimensional data would be possible. 

Also, maintaining sharp features is essential during the process of noise removal. Many techniques have been 

developed to remove noise from the point cloud, but only a few of them are suitable for maintaining Sharp 

features during the noise removal process. This paper tries to provide a new statistical method with the ability to 

maintain sharp features, to remove noise. In the proposed method, first, the point cloud is clustered using the 

mean-shift clustering algorithm. As the clustering accuracy depends on the kernel size, the optimal size of the 

window is achieved through the hill climbing optimization. Then, in each cluster, the distance between each 

point and the mean of the other points of that cluster is calculated; next, appropriate thresholds are used to 

detect and remove noise from point cloud by applying them on the number of members of each cluster and 

computed distances. So the sharp features, such as the edges, are preserved. The experimental results obtained 

from the implementation of the proposed method on the three sets of 3D data ,provided by the laser scanner, 

illustrate that this method ,compared with the other methods presented in the literature review, increases the 

accuracy about 4% in noise removing and 5.19 percent in maintaining sharp features. 
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