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 چکیده

اند. به طور خاص در سنجش از دور های مختلف پردازش تصویر پیدا کردهتوفیق فراوانی در شاخه ،های عمیقدر چند سال گذشته مدل

تصادفی به  نواحیروش شبکه  راًیاخبندی و شناسایی اهداف با موفقیت استفاده شده است. هایی نظیر طبقهها در شاخهابرطیفی از این مدل

های عمیق را بندی تصاویر ابرطیفی پیشنهاد شده است. اهمیت این شبکه در آن است که ویژگیهای عمیق برای طبقهمنظور استخراج ویژگی

 عملکرد مطلوب این شبکه، از آنجایی که در ساختار اصلی آن از روش رغمیعلکنند و عملکردی سریع دارد. به صورت نظارت نشده استخراج می

ها در نظر گرفته نشده است. از پذیری میان کلاسهای استخراج شده قید بیشینه شدن تفکیک، در ویژگیشودیماصلی استفاده  مؤلفهتبدیل 

ها بر روی دو سازیپذیری خطی به منظور بهبود ساختار این شبکه استفاده شده است. نتایج پیادهاین رو در این تحقیق از آنالیز تفکیک

بندی تصاویر ابرطیفی استخراج تری را برای طبقهتر و فشردههای مناسبداده ابرطیفی نشان از آن دارد که روش پیشنهادی ویژگیمجموعه 

 5/2بندی را تا سازی بیشتر ابعاد داده، دقت کلی طبقهکند. به طور کلی روش پیشنهادی توانسته است که ضمن افزایش سرعت و فشردهمی

 تصادفی افزایش دهد. نواحیشبکه درصد نسبت به روش 
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 2 

 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1401بهار  شماره اول   ال دهمس

 مقدمه -1

 نسابتاً به دلیل تواناایی بازساازی    ابرطیفی هایهسنجند

دقیق امضای طیفای ماواد، باه ابازاری ساودمند بارای       

. اناادشاادههااای سااطی زمااین تباادیل یاادهپدمطالعااات 

ین تاارمهاامی جملااهبناادی تصاااویر ابرطیفاای از طبقااه

های پردازشی این تصاویر اسات کاه تاا باه حاال      شاخه

ی مختلفی به منظور بهباود آن صاورت گرفتاه    هاتلاش

ایان تصااویر باه طاور      شاده نظارتبندی است. در طبقه

دلیل شود. به های طیفی استفاده میکلاسیک از ویژگی

هاای موجاود در   شباهت امضای طیفای برخای عارضاه   

سطی زمین )مانند شباهت پشت بام ساختمان از جنس 

هاای  بندی با ویژگای آسفالت و عارضه راه(، عموماً طبقه

شاده ناویزی   بندیهای طبقهطیفی منجر به تولید نقشه

هاای مکاانی در   شود. برای حل این مشکل از ویژگیمی

بنادی ایان تصااویر    در طبقاه  هاای طیفای  کنار ویژگای 

هاای زیاادی باه منظاور     شود. تاکنون روشاستفاده می

تولیاااد و بکاااارگیری مناساااب اطلاعاااات مکاااانی در  

بندی تصاویر ابرطیفی پیشنهاد شده است کاه باه   طبقه

 شوند:زیر خلاصه می طور کلی در سه دسته

 هااای مکااانی قباال از پروسااه  در دسااته اول، ویژگاای

ای مجزا تولید شده و ساسس در  هبندی در مرحلطبقه

-گیرد. بردارهاای طیفای  کنار اطلاعات طیفی قرار می

کنناده  بنادی مکانی حاصل شده در نهایت وارد طبقاه 

، باناک  رخاداد هام هایی نظیر ماتریس شوند. روشمی

هااای فیلتاار گااابور، الگااوی دودویاای محلاای، پروفیاال

هاا هساتند   ین ایان روش تار مهم مورفولوژی از جمله

]1[. 

 هااای مکااانی در فاااز پااسدر دسااته دوم، از ویژگاای-

هاااای ی نقشاااهساااز نااارمپااردازش و باااه منظااور   

هاای  یادان مشاود. روش  شده استفاده مای بندیطبقه

هااای شاااخن ایاان تصااادفی مااارکوف از جملااه روش

ی گونااگونی نیاز بار روی آن    بهبودهادسته است که 

های اخیر از اناوا   انجام شده است. همچنین، در سال

پاردازش باه منظاور    یلترهای حافظ لبه در فااز پاس  ف

 .]2[بندی شده استفاده شده است افزایش دقت طبقه

   هاای مکاانی در طای مرحلاه     در دسته ساوم، ویژگای

شااوند کااه تولیااد ماای توأمااانبناادی بااه طااور طبقااه

از  1های تنک مشترکهای عصبی عمیق و مدلشبکه

 .]3[های این دسته هستند جمله روش

های عصبی عمیق باه دلیال تواناایی    از شبکه این روزها

هاای ساطی بااه کاه مطاابق سیساتم       استخراج ویژگی

های مختلف شناسایی الگاو  بینایی انسان است، در حوزه

شاود. باه طاور اخان در     و بینایی ماشین استفاده مای 

هاا در مباحا    پردازش تصاویر ابرطیفای از ایان شابکه   

های آموزشی نهبندی، شناسایی عوارض، تولید نموطبقه

 مجازی، استخراج ویژگی و ... استفاده شده است. 

های عصبی عمیق در سالیان اخیر سه نو  کلی از شبکه

برای آنالیز تصااویر ابرطیفای توساعه داده شاده اسات.      

های اتوانکدر برای اولین بار توسط چن و همکااران  مدل

بندی تصاویر ابرطیفی استفاده شادند  ( در طبقه2812)

( بارای  SAE)2ر این روش از ترکیاب چناد اتوکادر   که د

های . شبکه[2]های عمیق استفاده شد استخراج ویژگی

( 2815توساط چان و همکااران )    (DBN) 3باور عمیاق 

بندی تصاویر ابرطیفی استفاده شد که در آن برای طبقه

  (RBM)2از یاک هیاه ماشاین بولتزماان محادود شاده      

. بااه عنااوان اولااین تاالاش در [5]اسااتفاده شااده اساات 

های عصابی  بندی تصاویر ابرطیفی به کمک شبکهطبقه

یاک   ( از2815، وی هاو و همکااران )  (CNN) 5پیچشی

بندی تصاویر ابرطیفای اساتفاده   برای طبقه CNNشبکه 

کردند که در معماری شبکه مورد اساتفاده آنهاا از یاک    

حاااداکتر تجماااع   هیاااه کانولوشااان، یاااک هیاااه 

(MaxPooling   و دو هیه با اتصال کامل اساتفاده شاده )

 است که هیه اتصال نهایی باا اساتفاده از تاابع بیشاینه    

تعلق پیکسال ماوردنظر را باه     ( میزانSoftmaxهموار )

                                                           
1 Joint sparse representation 

2 Stacked Autoencoder 
3 Deep believe network 

2 Restricted Boltzmann machine 

5 Convolutional neural network 
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          ...آنتالز   از استفااده  با تصادفی نواحی شبکه عملکرد بهبود
 بهنام اصغری بزرامی و مهدی مخفارزاده

 

. نتاایج نهاایی   [2]کناد  های مختلف مشخن میکلاس

ماورد اساتفاده نسابت باه      CNNنشان از برتری شابکه  

باا   (SVM) 1کنناده ماشاین باردار پشاتیبان    بندیطبقه

عاعی دارد. اخیرا هم روشای  استفاده از کرنل تابع پایه ش

( ارائه شاده اسات کاه در    2811توسط ژائو و همکاران )

آن اطلاعات استخراج شده از چندین هیه کانولوشن باا  

بندی تصااویر ابرطیفای   هم ادغام شده و به منظور طبقه

 CNNهار چناد در مادل شابکه      .[8] شاود استفاده می

ها به صورت دوبعادی یاا ساه بعادی در     زمانی که کرنل

استخراج ویژگی مکانی نیاز در دل   ذاتاًنظر گرفته شوند 

هاای ارائاه شاده در    گیرد ولی در مدلیمشبکه صورت 

پاردازش و  های اخیر به طور مجزا هم در فااز پاس  سال

پردازش از اطلاعات مکانی استفاده شده یشپهم در فاز 

 مونه در شبکه عمیاق باا فیلتار گاابور    است. به عنوان ن

2)GFDN(مؤلفاه های گابور تولید شده از ساه  از ویژگی 

های طیفی باه عناوان ورودی   در کنار ویژگی PCAاول 

ژاوو و  .[0] شوداستفاده می 3شبکه عمیق اتوانکدر تنک

هاای  ( نیز در تحقیقی از ادغام ویژگای 2811همکاران )

های عمیق باه منظاور   رخداد و ویژگیبافتی ماتریس هم

. [1] بناادی تصاااویر ابرطیفاای اسااتفاده کردنااد طبقااه

( از 2810همچناااین در تحقیاااق کاااااو و همکااااران )

یدسازی مکانی بر مبنای میدان تصادفی ماارکوف در  مق

باه منظاور    CNN (CNN-MRF)هاای  ترکیب با شابکه 

 .[18] بندی تصاویر ابرطیفی استفاده شده استطبقه
هاای کلاسایک یاادگیری عمیاق، در     روشدر کنار این 

شبکه تبدیل مولفاه   هایی نیز مانندهای اخیر شبکهسال

از تبادیل    هاآندر  که اندشدهمعرفی  PCANet)) اصلی

بااه منظااور یااادگیری    (PCA) 2آنااالیز مولفااه اصاالی  

شاود. باه عناوان یاک     های کانولوشنی استفاده میکرنل

اج ویژگی عمیاق  ها توانایی استخرمزیت مهم، این شبکه

                                                           
1 Support vector machines 

2 Gabor filtering and deep network 

3 Sparse Autoencoder 

2 Principal components analysis 

در ایان راساتا، شاو و     .[11] را دارناد  5سلساله مراتبای  

 2( روش شاابکه نااواحی تصااادفی  2810همکاااران )

(RPNet)  بندی تصاویر ابرطیفی پیشانهاد  را برای طبقه

کاه    PCANetدر این شابکه باا الهاام از     .[12] اندداده

هاای مکاانی   مبتنی بر تبدیل مؤلفه اصلی است، ویژگای 

عمیق باا اساتفاده از ناواحی تصاادفی انتخااب شاده از       

شود. در ساال  تصویر و تبدیل مؤلفه اصلی استخراج می

گذشته نیز دو تحقیق ارائه شد کاه در سااختار خاود از    

RPNet (  در 2811کنند. سان و همکااران ) استفاده می

سااختار دو شااخه بار مبناای روش     مقاله خود از یاک  

RPNet  و تکنیک نمایش ماتریس کواریانس محلی برای

 .[13] بناادی تصاااویر ابرطیفاای اسااتفاده کردناادطبقااه
( در مقاله خاود از  2811اصغری و مختارزاده ) همچنین

ادغام ویژگی عمیق سلسله مراتبی گابور مستخرج شاده  

ای اصلی ههای گابور و ویژگیبا ویژگی  RPNetاز شبکه

RPNet بندی تصاویر ابرطیفی استفاده کردهبرای طبقه-

-به صورت نظارت  RPNetاز آنجایی که روش .[12] اند

کناد، ضاعف   های عمیاق را اساتخراج مای   نشده ویژگی

باودن   بار زماان های کلاسیک عمیاق در خصاوص   مدل

پردازش و نیاز به تعداد زیااد نموناه آموزشای را نادارد.     

مطلااوب دارای  نساابتاًعملکاارد یاارغم عل RPNetماادل 

برخاای نقاااف ضااعف اساات کااه در ادامااه بااه آن اشاااره 

 خواهیم کرد:

هاای عمیاق باه    ویژگای  RPNet از آنجا که در مدل -1

هاای  شوند، ویژگینشده استخراج میصورت نظارت

-عمیق اساتخراج شاده الزامااً در راساتای تفکیاک     

هاای زمینای موجاود در تصاویر     پذیری بهتر کلاس

پاذیری میاان   )قید بیشاینه شادن تفکیاک   نیستند 

شود(. باه عباارت بهتار    ها در نظر گرفته نمیکلاس

دانش کاربر از صحنه تصویر برداری )داده آموزشی( 

هااا در ایاان ماادل هاایا جایگاااهی ناادارد و ویژگاای

شوند کاه  شده استخراج میبصورت کاملاً غیرنظارت

                                                           
5 Hierarchical deep features  

2 Random patches network 
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 4 

 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1401بهار  شماره اول   ال دهمس

 .[15] بندی تصویر نیستندالزاماً مناسب برای طبقه

های این روش منجر به تولید تعداد زیادی از ویژگی -2

شود که عالاوه بار صارف زماان زیااد باه       نهایی می

هااای منظااور تولیااد آنهااا، باعاا  ایجاااد محاادودیت

برداری از آنها، بویژه در شرایطی کاه  اجرایی در بهره

 گردد.های آموزشی کافی در اختیار نباشد، میداده

های رساند که روشهن میهای فوق این ایده را به ذنقد

توانناد باعا  بهباود    ی استخراج ویژگی مای شدهنظارت

بنادی تصااویر   باه منظاور طبقاه     RPNetعملکرد مادل 

های این تحقیاق  ینوآورابرطیفی شوند. به طور خلاصه 

 RPNetکه در راستای حل نقاف ضعف مادل کلاسایک   

 است، به شرح زیر است:

  پاذیری  تفکیاک شاده آناالیز   استفاده از روش نظاارت

به جای تبدیل مؤلفه اصلی در ساختار  (LDA) 1خطی

هاای عمیااق  باه منظااور تولیاد ویژگاای   RPNetمادل  

 پذیری باه.سلسله مراتبی با توان تفکیک

   مکاانی سلساله مراتبای عمیاق     -تولید فضاای طیفای

شااده بااا ابعاااد کمتاار نساابت بااه ماادل      نظااارت

کااه باعاا  افاازایش کااارایی روش   RPNetکلاساایک

 شود.پیشنهادی می

 صورت است کاه در قسامت دوم   نیبه ا قیساختار تحق

روش  پاذیری خطای،  پس از مرور مفهوم آنالیز تفکیاک 

 تصاویر دو  ساوم، . در قسمت شودپیشنهادی معرفی می

معرفای خواهناد شاد. در فصال      ابرطیفی مورد استفاده

در  آنالیز خواهاد شاد.   وها ارائه سازیپیاده جینتا چهارم

صاورت   ییبندی نهاگیری و جمعنتیجه زیقسمت آخر ن

 گیرد.می

 روش تحقیق -2

در این قسمت در ابتادا ماروری بار روی مفهاوم آناالیز      

شاود و ساسس سااختار و    پذیری خطی انجام میتفکیک

مبتناای باار آنااالیز     RPNetنحااوه عملکاارد شاابکه  

 شود.می( معرفی RPNET-LDA) 2پذیری خطیتفکیک

                                                           
1 Linear discriminant analysis 

2 Linear discriminant analysis random patches 

 

 (LDAپذیری خطی )آنالیز تفکیک -2-1

در پی یافتن یک ماتریس انتقال  LDAاز نظر مفهومی 

خطی است که داده را به فضایی با ابعاد کمتر منتقل 

کند که در آن، مقدار نسبت واریانس بین کلاسی به 

نمونه  Nی با ادادهواریانس درون کلاسی بیشینه شود. 

بعدی )تعداد باندها( نظر بگیرید  dآموزشی را در فضای 

(
1{ }N d

i ix in های آموزشی در کلاس (. تعداد نمونهi 

ام را با
tin  ها را باکلاس تعدادو

cn  دهیم. یمنمایش

(های پراکندگی درون کلاسی یسماتر
wS(  و بین

 (کلاسی
bS( ( تعریف 2( و رابطه )1به صورت رابطه )

 :[12] شوندمی

(           1رابطه)  
1

c
n

T

b ti i i

i

S n m m m m



   

(     2رابطه)  
1 1

( )

c ti
n n

T

w ji i ji i

i j

S x m x m

 

    

( فوق2( و )1که در روابط )
im  میانگین کلاسi  ،امm 

های آموزشی ومانگین کل نمونه
jix ی آموزشنمونهj  ام

ترانهاده ماتریس است. ماتریس   Tام و i در کلاس 

( به دست 3، به صورت رابطه )LDA  ،(W)انتقال تبدیل 

 :[12]آید می

a(   3رابطه) rg max (( ) / ( )) 
T T

w b w
W W S W W S W 

کاهش بعد در نهایت ماتریس انتقال بهینه در فضای 

1بعدی از بردارهای ویژه m یافته

w bS S متناظر با m 

آید. داده منتقل شده از مقدار ویژه بیشینه به دست می

 آید:( به دست می2رابطه )

(                                        2رابطه)
T

i i
y W x 

d(،2که در رابطه ) mW   بیانگر ماتریس انتقال به فضای

m (m d)   است. از آنجایی در تصاویر ابرطیفی

های آموزشی به ابعاد داده کوچک نسبت تعداد نمونه

ی در  3است و این موضو  احتمال بروز تکینگ

دهد، در تئوری یمهای کوواریانس را افزایش یسماتر

                                                                                
network 
3 Singularity 
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 5 

          ...آنتالز   از استفااده  با تصادفی نواحی شبکه عملکرد بهبود
 بهنام اصغری بزرامی و مهدی مخفارزاده

 

( 5توان از تکنیک مقیدسازی به صورت رابطه )یم

 :[18]استفاده کرد 

(                5رابطه)  ,     0,
w w

S S I     

ماتریس یکه  I و  یدسازمقپارامتر (،5که در رابطه )

 .است

2-2- LDA-RPNET 

هاای  بر خلاف بسایاری دیگار از مادل    RPNetدر مدل 

نشاده در هار   های عمیق به صورت نظارتعمیق، ویژگی

تصادفی استخراج شده  هیه از شبکه با استفاده از نواحی

هاا باه   بار روی آن  PCAاز خود تصویر و اعمال تبادیل  

( نمااای کلاای از  1شااکل )  .[12]آینااد دساات ماای 

 دهد.با دوهیه عمیق را نمایش می  RPNetمدل
 

 
 RPNet  [12] نمای کلی مدل شبکه نواحی تصادفی: 1شکل 

پس از فاز اولیه کااهش بعاد     RPNetبه طور خلاصه در

، در هیاه اول ناواحی باه صاورت     PCAبه وسیله تبدیل 

شوند و تصادفی از هر باند کاهش بعد یافته استخراج می

هاا انجاام   عملگر کانولوشن بر روی تصویر باه کماک آن  

 :[12]( بیانگر آن است 2شود که رابطه )می

 w  h ite n e d   (2رابطه)

1

*   ,  1, ,

p

j j

i i

j

I X P i k


   

تعداد  k کانولوشن دو بعدی، عملگر ( 2که در رابطه )

j،1های ویژگینقشه

whitenedX  باندi  یدسازی سفام تصویر

jو 2شده

iP  بعدj  کرنل تصادفی امi  ام است. کانولوشن

                                                           
1 Feature maps 

2 whitened 

شود و در لبه برای کل تصویر اعمال می 1 3با مقدار پله

شود. به وار تصویر استفاده میاز تکنیک گسترش آینه

 2نیز از تابع واحد خطی اصلاح شده سازفعالعنوان تابع 

بر روی  PCAتبدیل  مجدداًشود. استفاده می

شود ی قبل اعمال میهای تولید شده از از مرحلهویژگی

 کند. و در هیه دوم نیز همین پروسه ادامه پیدا می

بنادی،  که گفته شد از آنجایی که هدف طبقه طورهمان

 اساسااً هاای زمینای اسات و    پذیری بین کالاس تفکیک

صاورت نظاارت   های عمیق را باه  ویژگی RPNet شبکه 

                                                           
3 Stride 

2 Rectified linear unit 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1401بهار  شماره اول   ال دهمس

رسد که عمکرد آن را کند، به نظر مینشده استخراج می

کااه هاادف اصاالی آن افاازایش  LDAبتااوان بااا تباادیل 

ها است، بهبود داد. در ایان راساتا   پذیری کلاستفکیک

پیشاانهادی، در ابتاادا تصااویر  LDA-RPNETدر شاابکه 

=1مقید شده )با پاارامتر  LDAابرطیفی به کمک تبدیل 
 ( بااه فضااای جدیااد )بااا ابعاااد یکاای کمتاار از تعااداد

شود. ایان اقادام داناش موجاود از     ها( منتقل میکلاس

ساازد.  ها را در روش پیشنهادی وارد مای وضعیت کلاس

-تولیاد ویژگای   RPNetاز طرف دیگر نقد دوم باه روش  

هایی با ابعاد زیاد با صرف زمان محاسباتی باه بود. برای 

مشکل در روش پیشنهادی، به شرح زیر عمال  رفع این 

-شده است. در هر هیه از شبکه، ناواحی تصاادفی ساه    

بعدی، با نواحی تصادفی دو بعدی مستخرج از بانادهای  

اناد. در ایان روش،   جایگزین شاده  LDAمختلف تبدیل 

عملیات کانولوشن بین هر کرنل تصاادفی ساه بعادی و    

گیارد.  ت میتصویر ورودی صور LDAهای تمامی مولفه

 دهد.  نمای کلی این روش را نشان می (2)شکل

 
 LDA-RPNetکانولوشن در هر لایه از شبکه : 2شکل 

باید توجه داشت که در مقاله حاضر تنها سه مؤلفاه اول  

پاذیری  که دارای بیشترین میازان تفکیاک   LDAتبدیل 

شاوند.  مای  LDA-RPNetهستند وارد هر هیه از شابکه  

نیاز تنهاا ساه ناحیاه      LDAهمچنین بارای هار مولفاه    

تصادفی سه بعدی استخراج و مورد استفاده قرار گرفتاه  

هر ناحیاه ساه ویژگای     -1که است. با در نظر داشتن آن

ساه ناحیاه در    LDAبرای هر مولفاه   -2کند،  تولید می

 LDAاز سااه مولفااه اول  -3نظاار گرفتااه شااده اساات و 

در هر  1نقشه ویژگی 28استفاده شده است، در مجمو  

ها مجدداً باه عناوان ورودی   شود که از آنهیه تولید می

                                                           
1 Feature map 

روناد بارای    شود. با تکرار اینبرای هیه دوم استفاده می

-های عمیق سلسله مراتبای از هیاه  چندین هیه، ویژگی

 2هااای مختلااف تولیااد شااده و از زیاار هاام قاارار دادن 

هاای مطلاوب   بردارهای ویژگی به دست آماده، ویژگای  

شود. نمای کلی شبکه حاصل می SVMبندی برای طبقه

LDA-RPNet ( نمایش داده شده است.3در شکل ) 

اسااتخراج  LDA-RPNetاز جملااه خصوصاایات شاابکه  

شده در سطوح مختلاف اسات   های عمیق نظارتویژگی

دارای ابعاد به مراتب کمتر و  RPNetکه نسبت به روش 

 پذیری باهتری است.قدرت تفکیک

                                                           
2 Stacking 
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          ...آنتالز   از استفااده  با تصادفی نواحی شبکه عملکرد بهبود
 بهنام اصغری بزرامی و مهدی مخفارزاده

 

 

 
 LDA-RPNet نمای کلی شبکه: 3شکل 

 های مورد استفادهداده -3

مورد استفاده در ایان پاژوهش    اولین دادهایندین پاین: 

ابرطیفاای هااوابرد  تصااویر اخااذ شااده توسااط ساانجنده

از منطقه ایندین پاین در شمال غربی منطقاه   1اویریس

ژوئان   12ایندیانا در ایااهت متحاده آمریکاا در تااریخ     

متر  28است. این تصویر با قدرت تفکیک مکانی  1112

125دارای ابعاد  × باند طیفای در   222پیکسل و  125

ناانومتر   18میکرومتر با پهنای باند  5/2تا  2/8محدوده 

غالاب در ایان تصاویر ناحیاه     است. به طور کلی ناحیاه  

های جذبی باند در محدوده 22با حذف  .کشاورزی است

هاای  ماناده در پاردازش  باند بااقی  288بخار آب از بقیه 

استفاده شاده اسات. ایان منطقاه      در ادامه این پژوهش

شامل شانزده کلاس از گیاهانی نظیر ذرت، سویا، علاف،  

ن داده باه  بندی ایگندم و غیره است. به طور کلی طبقه

هایی با رفتاار طیفای مشاابه هماواره     علت وجود کلاس

یز بوده اسات. یاک ترکیاب رنگای کااذب و      برانگچالش

                                                           
1 AVIRIS 

زمینای ایان داده کاه توساط آزمایشاگاه      واقعیت نقشه 

انشااگاه پااردو تهیااه شااده اساات در   ساانجش از دور د

 ( نشان داده شده است.2)شکل

 ابرطیفای  دانشاگاه پاویاا: تصاویر دوم توساط سانجنده     

از دانشگاه پاویا در شامال ایتالیاا در ابعااد     32-روسیس

218 × ماذکور   پیکسل اخذ شده است. سانجنده  328

ناانومتر   028تا  238باند طیفی در محدوده  115دارای 

-باناد بااقی   183باند ناویزی، از   12است. پس از حذف 

مانده در این تحقیق استفاده شده است. قدرت تفکیاک  

کالاس اطلاعااتی    1متر و دارای  3/1مکانی این تصویر 

باشد. شهری مانند آسفالت، سایه، خاک لخت و غیره می

های پیچیده بندی این تصویر به علت وجود کلاسطبقه

برانگیاز  شهری با امضاهای طیفی نزدیک به هام چاالش  

تصاویر باا ترکیاب رنگای کااذب و      ، (5در شکل )است. 

پراکندگی دهنده نقشه واقعیت زمینی این داده که نشان

 نشان داده شده است. باشد،ها میکلاس

                                                           
2 ROSIS-3 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1401بهار  شماره اول   ال دهمس

 

 
 )الف(

 )ب(               

 نقشه واقعیت زمینی -تصویر رنگی کاذب ب -: داده ایندین پاین الف4شکل 

 
  (الف)

 (ب)

نقشه واقعیت زمینی -تصویر رنگی کاذب ب -الف : داده دانشگاه پاویا5شکل
 

 ی و آنالیز آنسازادهیپنتایج  -4

در این قسمت پس از بررسی تاثیر تنظایم پارامترهاای   

-، آنالیزهاایی بار روی دقات طبقاه    LDA-RPNetشبکه 

بندی و مقایسه نتایج با چند تحقیق دیگار انجاام شاده    

 است. 

 آنالیز پارامترها -4-1

دارای ساه پاارامتر    LDA-RPNetبه طاور کلای شابکه    

تعاداد ناحیاه   ، (wکلیدی ابعاد ناحیه تصاادفی مربعای )  
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          ...آنتالز   از استفااده  با تصادفی نواحی شبکه عملکرد بهبود
 بهنام اصغری بزرامی و مهدی مخفارزاده

 

های شابکه اسات کاه تنظایم     و تعداد هیه(k) تصادفی 

های عمیق استخراج ها بر روی کیفیت ویژگیدرست آن

یر تاأث ی مطالعه سازسادهشده تأثیرگذار است. به منظور 

در این تحقیاق   (k)، تعداد نواحی تصادفی پارامترهااین 

براباار سااه در نظاار گرفتااه شااده اساات و میاازان دقاات 

ها و ابعاد ناحیه دی در مقادیر مختلف تعداد هیهبنطبقه

(wباارای هاار دو داده بررساای ماای )هااای شااود. ویژگاای

-بنادی استخراج شده در هر حالت با اساتفاده از طبقاه  

 5هااای آموزشاای  بااا فاارض تعااداد داده SVMکننااده 

 شود. نتایجبندی میحقیقت زمینی در هرکلاس، طبقه

بارای دو مجموعاه    بندی به دست آمدهدقت کلی طبقه

 ( نمایش داده شده است. 2داده در شکل )

 
 (الف)

 

 

 
 (ب)

 تصویر دانشگاه پاویا )ب( ،تصویر ایندین پاین )الف( LDA-RPNetها در شبکه ها و تعداد لایه: بررسی تاثیر اندازه پنجره6شکل

به طور کلی  ،شود( دریافت می2طور که از شکل )همان

های شابکه و باه تباع آن افازایش     با افزایش تعداد هیه

رود بنادی بااه مای   های عمیق، دقت طبقهتعداد ویژگی

ن افزایش دقت محسوس نیست ولی پس از هیه سوم ای

هاای شابکه بارای هار دو داده در ایان      پس تعداد هیاه 

تحقیق برابر با سه در نظر گرفته شده اسات. همچناین   

نسبت باه شابکه     LDA-RPNetگفتنی است که شبکه 

RPNet     هیاه عمیاق    5که در مقاله مرجاع آن نیااز باه
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 مسائله هاای کمتاری دارد. ایان    دارد، نیاز به تعداد هیه

هاای  خود باع  افزایش کارایی و کاهش تعاداد ویژگای  

بنادی  شاده نهاایی باه منظاور طبقاه      اساتخراج عمیق 

شود. در خصوص مقدار بهینه ابعاد نواحی از آنجاایی  می

ی تار بازر  که در تصویر دانشگاه پاویا عوارض باا ابعااد   

 (=53wوجود دارد منطقی است که ابعاد ناحیه بهینه )

 ( بزرگتر باشد.=21wپاین ) نسبت به تصویر ایندین

 بندیآنالیز دقت طبقه -4-2

هااای بناادی ویژگاایهااای طبقاه در ایان قساامت، دقاات 

هاای اساتخراج   با ویژگی LDA-RPNetاستخراج شده با 

شااود. بااه منظااور تولیااد مقایسااه ماای  RPNetشااده از 

از ساه هیاه عمیاق باا ابعااد        LDA-RPNetهای ویژگی

برای ایندین  21×21یا و برای دانشگاه پاو 53×53کرنل 

پاین با تعداد سه ناحیه تصاادفی در هار هیاه اساتفاده     

 12شود. با توجه به اینکه تصویر ایندین پااین دارای  می

-LDAهای نهاایی باا روش   باشد تعداد ویژگیکلاس می

RPNet  باشد. این در حاالی اسات   ویژگی می 28برابر با

کلاس وجود دارد و تعاداد   1که در تصویر دانشگاه پاویا 

برابار   LDA-RPNetهای استخراج شده در روش ویژگی

ی روش با پارامترها RPNetویژگی است. در روش  32با 

هاای  اند و تعداد ویژگیتوجه به مقاله اصلی تنظیم شده

ویژگای و در   388ندین پاین برابر باا  نهایی در تصویر ای

ویژگاای اساات.   283تصااویر دانشااگاه پاویااا براباار بااا   

هاااای اساااتخراج شاااده از هااار دو روش وارد ویژگااای

شااود کااه باارای تظاایم ماای SVMبناادی کننااده طبقااه

پارامترهاااای آن از روش ارائاااه شاااده در میرزاپاااور و  

. باه منظاور   [10]شاود  اساتفاده مای   (2812قاسمیان )

هاای آموزشای از   اسیت نسبت به تعداد دادهبررسی حس

نقشه واقعیت زمینای   18و   5دو سایز داده آموزشی ) 

نقشاه واقعیات     5و   1هر کلاس برای ایندین پاین و 

زمینی هر کلاس برای دانشگاه پاویا( استفاده شده است 

های نقشه واقعیت زمینی برای ارزیاابی  و از الباقی نمونه

ت. به منظور ارزیابی نهایی نیاز از  نتایج استفاده شده اس

،  (AA)،دقاات متوسااط  (OA)چهااار معیااار دقاات کلاای 

و ضریب کاپاا    (Average validity (AV))اعتبار متوسط

بنادی بارای دو داده   نتایج طبقه .[11]شود استفاده می

شده بندیهای طبقه( و تصاویر نقشه2( و )1در جداول )

 است. ( نمایش داده شده0( و )8در شکل )

( مشخن است، دقات  2( و )1جداول ) در طور کههمان

-LDAهای استخراج شده از شبکه بندی با ویژگیطبقه

RPNet      بنادی باا   در سطوح بااهتری نسابت باه طبقاه

قارار دارد. دلیال ایان     RPNetهای مساتخرج از  ویژگی

پااذیری توجااه بااه تفکیااک LDA-RPNetبرتااری روش 

فراهم شاده   LDAها است که امکان آن با تبدیل کلاس

همچنین گفتنای اسات کاه ایان افازایش دقات        .است

باشااد  تاارکوچااکهااای آموزشاای هنگااامی کااه نمونااه

باشاد و باه طاور کلای در ناواحی      نیاز مای   ترمحسوس

 کشاورزی همانند داده ایندین پاین میزان برتاری روش 

LDA-RPNet نسااابت باااهRPNet   .بیشاااتر اسااات

   
 : نتایج دقت طبقه برای داده ایندین پاین1جدول 

  داده ایندین پاین

  درصد نمونه آموزشی 5% 18%

LDA-RPNet RPNet LDA-RPNet RPNet بندیروش طبقه  

 دقت کلی 11/12 96/89 0/18 33/89

 معیار ارزیابی
 دقت متوسط 82/12 95/89 11/10 59/89

 اعتبار متوسط 85/11 25/86 49/89 0/12

 ضریب کاپا 12/8 895/3 18/8 89/3
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 : نتایج دقت طبقه برای داده دانشگاه پاویا2جدول 

  داده دانشگاه پاویا

  آموزشیدرصد نمونه  1% 5%

LDA-RPNet RPNet LDA-RPNet RPNet بندیروش طبقه  

 دقت کلی 51/12 95/86 21/11 94/88

 معیار ارزیابی
 دقت متوسط 52/18 19/84 20/10 56/88

 اعتبار متوسط 15/13 29/86 11 99/88

 ضریب کاپا 13/8 18/8 11/8 886/3

  

RPNet_ 5 

 

LDA-RPNet_ 18 

 

RPNet_ 5 

 

LDA-RPNet_ 5 

 
 بندی برای داده ایندین پاینهای طبقه: تصاویر نقشه9شکل 

  

RPNet_ 5 

 

LDA-RPNet_ 5 

 

RPNet_ 1 

 

LDA-RPNet_ 1 

 
 بندی برای داده دانشگاه پاویاهای طبقه: تصاویر نقشه9شکل 

 ،تر برتری از نگاه آمااری در ادامه به منظور بررسی دقیق

ایان آمااره باه صاورت      استفاده شده است. 1زد  از آماره

 شود:( تعریف می8رابطه )

                                                           
1 Z-statistics 

                 ( 8رابطه)

،(8در رابطه )
ijn باشاد کاه   های تستی مای تعداد نمونه

 jاناد ولای در روش   بنادی شاده  درست طبقه iدر روش 

 اگار   "زد"  اند و بلعکس. در آمارهبندی شدهاشتباه طبقه

,| | 1.96i jZ از نظر آماری   باشد اختلاف بین دو روش
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  آماره مقادیر محاسبه شده برای .[10]باشد می قابل توجه

( 3جادول ) در  RPNetو  LDA-RPNetبین دو روش  "زد"

 نشان داده شده است.

 نتایج تست آماری برای دو مجموعه داده: 3جدول 

 نام داده ایندین پاین دانشگاه پاویا

 درصد نمونه آموزشی 5  18  1  5 

 "زد"اماره  81/4 82/8 802/8 51/9

تاوان گفات کاه در دو حالات     ( می3با توجه به جدول )

 RPNetاز نظر آماری نیز نسبت باه   LDA-RPNetروش 

برتری دارد. اگار چاه در دو حالات دیگار نتاایج دقات       

است اماا ایان    RPNetبهتر از  LDA-RPNetبندی طبقه

بهتر بودن از نظر آماری محسوس نیست. از آنجایی کاه  

هاای تولیاد شاده توساط شابکه      از سویی ابعاد ویژگای 

LDA-RPNet    هاای تولیاد   بسیار کمتار از ابعااد ویژگای

است و از سوی دیگر از نقطه نظر  RPNetشده در روش 

ثانیه در تصویر اینادین   LDA-RPNet  (2زمان پردازش 

ثانیاه در   RPNet (5/5تار از  یعسار  28حاداقل    پاین(

تصویر ایندین پاین( است از این رو به طاور کلای روش   

LDA-RPNet  تار نسابت باه روش    ینهبهروشیRPNet 

 است.

 هامقایسه با سایر روش -4-3

هاادف از ایاان قساامت مشااخن شاادن جایگاااه روش   

-بندی طیفیهای طبقهپیشنهادی نسبت به دیگر روش

ر ابرطیفی است. از این رو روش پیشنهادی مکانی تصاوی

بنادی باا   بنادی طیفای شاامل طبقاه    با دو روش طبقاه 

بنادی طیفای باا    باندهای اصلی تصویر ابرطیفی و طبقه

مکاانی کاه دو    -و چهاار روش طیفای   LDAهای مؤلفه

هاای عمیاق و دو روش دیگار جاز     ها جز روشروش آن

های غیر عمیاق اسات مقایساه شاده اسات. ایان       روش

 ها به شرح زیر هستند:وشر

بندی تصاویر ابرطیفی با چندین ویژگای  روش طبقه (1

: در ایان روش  (MSSSF) 1سااختاری -مکانی-طیفی

                                                           
1 Hyperspectral classification with multiple spatial-

spectral-structural features 

کااهش   PCAابتدا تصویر ابرطیفی به کمک تبادیل  

شود. سسس چندین ویژگی مکانی نظیر بعد داده می

-هام های مورفولوژی، مااتریس  فیلتر گابور، پروفیل

تولیاااد شاااده و در  PCAاز مؤلفاااه اول   رخاااداد

های طیفی قرار ی مختلفی در کنار ویژگیهابیترک

 .[1]رندیگیم

در  :(JSaCR) 2آگااه -روش نمایش مشارکتی مکاان  (2

آگااه  -این روش که با نام نماایش مشاارکتی مکاان   

هااای مرسااوم، از شااود باارخلاف روششااناخته ماای

مکاانی   دسااز یمقاطلاعات مکانی به کمک یک ترم 

 .[28]شودر تابع هدف مدل استفاده مید

3) GFDN : در روش GFDN هاای گاابور   ابتدا ویژگای

استخراج شده سسس ایان   PCAبرای سه مؤلفه اول 

های طیفای قارار گرفتاه و    ها در کنار ویژگیویژگی

مکااانی حاصاال وارد شاابکه عمیااق  -بااردار طیفاای

 .[0]شودمی اتوانکدر تنک

2) CNN-MRFروش :CNN-MRF   از ترکیااااااب

و مقیدساازی   CNNکننده شبکه عصبی بندیطبقه

مکانی باا میادان تصاادفی ماارکوف تشاکیل شاده       

 .[18]است

بندی برای این تحقیقاات و روش  نتایج دقت کلی طبقه

 ( نمایش داده شده است. 2پیشنهادی در جدول )

                                                           
2 Joint spatial-aware collaborative classification 
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 های رقیبمقایسه با روش :4جدول 

داده ابر 

 طیفی

درصد 

داده 

 آموزشی

 بندینتایج دقت کلی طبقه

های باند

 اصلی طیفی
LDA 

MSSSF 

(5102) 

JSaCR 

(5102) 

GFDN 

(5102) 

CNN-MRF 

(5102) 
LDA-RPNet 

ایندین 

 پاین

5  52/82 1/28 80/12 88/12 --- --- 96/89 

18  01/80 22/81 20/12 18/18 --- 12/12 33/89 

دانشگاه 

 پاویا

1  88/02 51/02 --- 02/13 12/32 80 95/86 

5  22/01 08/02 15/10 33/18 12/88 15 94/88 

 (2)جادول  ه داشت که نتایج گازارش شاده در  باید توج

از  CNN-MRFو  MSSSF ،GFDNبااارای ساااه روش  

جاهای خالی باه ایان   اند و مقاهت مرجع استخراج شده

باشد که در در مقاهت مربوطاه در ایان تعاداد    علت می

اماا   بندی گزارش نشده است،دقت طبقه آموزشی نمونه

با توجه به مقاله مرجع و کدهای مربوطه   JSaCR روش

است. در مقاله حاضر به منظاور پیااده    سازی شدهپیاده

در  2810 1هاا از نارم افازار متلاب    لگوریتمسازی کلیه ا

گیگ  2و رم  Q6700 2ایهسته 2سیستمی با پردازنده 

 استفاده شده است. 

دهد که نتایج الگاوریتم پیشانهادی   نشان می (2جدول)

های ارائاه شاده   دارای برتری نسبت به دیگر نتایج روش

تواند باه  باشد. علت این برتری میدر نشریات معتبر می

 LDA-RPNetمعماری جدید در نظر گرفته شده درعلت 

هاای  و تولیاد ویژگای   LDAبه سبب استفاده از تبدیل   

پاذیری بااه دانسات.    سلسله مراتبی عمیاق باا تفکیاک   

همچنین با توجه به زمان پردازش داده که در برخای از  

مقاهت فوق به آن اشاره شده اسات )باه عناوان نموناه     

در سیساتمی   CNN-MRFثانیاه در روش   1888باهی 

توان ( میبا مشخصات بسیار بهتر از سیستم مقاله حاضر

                                                           
1 MATLAB 

2 Intel ® core ™ 2 quad Q6700 

 

ثانیه( از  2)با زمان حدود  LDA-RPNetگفت که روش 

ها است یا دسات  از سایر روش ترنهیبهنظر زمانی نیز یا 

 کم دارای نتایج قابل رقابت با آنها است.

 گیری و پیشنهاداتنتیجه -5

 منظاور باه   RPNetساعی شاد کاه مادل      در این مقاله

های سلساله مراتبای عمیاق مکاانی باا      استخراج ویژگی

پذیری خطی بهبود داده استفاده از تبدیل آنالیز تفکیک

 LDA-RPNetشود. مدل جدید عمیق پیشنهادی با ناام  

بر مبنای انتخااب ناواحی تصاادفی از تصاویر و تبادیل      

تولیاد  باشاد و ساعی در   پذیری خطی مای آنالیز تفکیک

پاذیری بااه   های سلسله مراتبی عمیق با تفکیکویژگی

های مکانی عمیق استخراج شده در هر هیه دارد. ویژگی

بنادی باه   در کنار یکدیگر قرار گرفته و به منظور طبقاه 

هاا بار   سازیشود. پیادهداده می SVMکننده بندیطبقه

روی دو داده حقیقی ابرطیفی یکی از ناحیه کشاورزی و 

ری از ناحیه شهری با در نظر گرفتن دو سایز نموناه  دیگ

آموزشی انجام شد. نتاایج نهاایی نشاان از برتاری روش     

و چهااار روش  RPNetپیشاانهادی در مقایسااه بااا روش 

مکانی از نقطه نظار دقات دارد.   -بندی طیفیدیگر طبقه

های عمیق سلسله مراتبی از آنجایی که استخراج ویژگی

بنادی تصااویر سانجش از    قاه جدید در طب نسبتاًبحتی 

ای را باه  تاوان تحقیقاات گساترده   باشاد، مای  دوری می

هاا انجاام   منظور استخراج عوارض مختلف با این ویژگی

 داد.
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Abstract 

In recent years, deep models have achieved great success in various fields of image processing. These models 

have been used in some research fields of hyperspectral data processing, such as; classification and target 

detection. The random patches network (RPNet) has recently been  proposed to extract hierarchical deep 

features for hyperspectral image classification. RPNet is important as it is an unsupervised method, and as a 

consequence, it has a fast performance to extract deep features. Despite the good performance of this network, 

due to the usage of the principal component analysis (PCA) method in its main structure, maximum 

discrimination between classes is not guaranteed in extracted features. Therefore, in this paper,in order to 

improve the performance of RPNet, a new method called LDA-RPNet based on linear discriminant analysis 

(LDA) is proposed. Experiments on two hyperspectral datasets, Indian Pines and Pavia University, show that the 

LDA-RPNet can extract more compact and suitable features for classifying hyperspectral images. Also, based on 

the experiments, the LDA-RPNet can increase the overall accuracy by up to 2.5% compared to the classical 

RPNet. 
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