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 چکیده

اطلاعات آلوده به پوشش ابرها و سایه ابرها است. اولین ی با قدرت تفکیک مکانی بالا، بازسازی اماهوارهتصاویر  پردازششیپیک گام مهم در 

 لیبه دلابرها و سایه ابرها است. این مرحله خودکار  گام در فرآیند خودکار بازسازی اطلاعات آلوده به ابرها و سایه ابرها، مرحله آشکارسازی

 یهادر سالاست.  توجهقابلتفکیک مکانی بالا، یک چالش ی پیچیده در تصاویر با قدرت هاصحنهی موجود در هاروشنامناسب  نسبتاًعملکرد 

له افزایش أمس .یافته است بهبود قیعم کانوولوشنی یعصب یهاشبکهی ریکارگبهابرها و سایه ابرها با  دقت فرآیند آشکارسازی ،ریاخ

 ی برایحل، راهقیتحق نی. در ااست قیعم کانوولوشنی یعصب یهاشبکهی هامشکلآشکارسازی ابرها و سایه ابرها یکی از  ی برایریپذمیتعم

یادگیری عمیق  معماری کی راستا، نیدر اارائه شده است.  1-گائوفِن ماهواره ریدر تصاوی آشکارسازی ابرها و سایه ابرها ریپذمیتعممشکل 

 تک زمانه ماهواره ریدر تصاو هاابر هیو سا هاابر قیدق آشکارسازی یبرا یی با ابعاد مختلفهافیلتربر  یمبتن( MultiCloud-Netچندمقیاسه )

 ی پیشنهادی، فرآیندمعماردر  .شده است شنهادیپه جدید مبتنی بر حذف تصادفی عُمق، ماندیباقی هابلوکبر اساس طراحی  1-گائوفِن

نقشه نهایی  دیتول یبرای هدف، هاکسلیپعدم تعادل  لهأمسبرای حل  داروزنتابع آنتروپی متقاطع بر اساس ابرها و سایه ابرها  آشکارسازی

سرویس رایانش ابری گوگل کولَب  جهانی و با استفاده از  عیتوزبا  1-گائوفِن ماهواره ریتصو 12با استفاده از  . روش پیشنهادیردیگیمصورت 

و ضریب شباهت ژاکارد  F1با کسب میانگین نمره ، 1-گائوفِن ماهواره ریتصاو با استفاده از مجموعه جینتاه است. شد ی و اعتبارسنجیسازادهیپ

در آشکارسازی تر دهنده دقت مناسبنشان 18/1برای کلاس سایه ابر و با ضریب کاپای  5/19و  5/15برای کلاس ابر و مقادیر  19و  10برابر 

یک روش پیشرفته یادگیری عمیق و یک روش  با سهیدر مقاکمتر  یمحاسبات هنیبه هز یابیو دستی ابرها و سایه ابرها اهیحاشخودکار جزئیات 

 پیشرفته آماری است.
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 1399زمستان  چهارم شماره   ال هشتمس

 مقدمه -1

یکی از عوامل ایجاد نابسامانی در  1ابرها و سایه ابرها

 ازدورسنجشهای غیرفعال در  پردازش تصاویر سنجنده

[. وجود پوشش ابر و سایه ابر در 3و  2، 1] دنباشیم

باعث ایجاد اختلال در فرآیندهای  ازدورسنجشتصاویر 

ی هامدلی، تناظریابی و تولید بندطبقهی، بندقطعه

سایه  ها وابری دقیق آشکارساز. [9] شودیمی عدبُسه

تصاویر چندطیفی  پردازششیپابرها، یک گام مهم در 

ی صورت گرفته در مورد هاقیتحق نیترمهم. [5]است 

آشکارسازی ابرها نظیر پروژه پایش جهانی توزیع ابرها 

 2بالا اریبا وضوح بس شرفتهیپ ومتریرادی هادادهاز 

(AVHRR )[9] ومتریرادی هاداده، برنامه پردازش 

با هدف پایش یخ، برف و  بالا اریبا وضوح بس شرفتهیپ

ی اماهوارهی شناسمیاقلی المللنیب، و پروژه [0]ابرها 

ی طیفی هاکانالاطلاعات از ، [8]( ISCCP) 1ابرها

حرارتی و با قدرت تفکیک مکانی پایین،  قرمزمادون

 .اندکردهاستفاده 

ی اخیر، پایش زمین با استفاده از تصاویر هاسالدر 

با قدرت تفکیک مکانی بالا )در این  ازدورسنجش

است( بسیار  موردنظر 19-گائوفِنتحقیق تصاویر ماهواره 

ی هاماهواره. اغلب [1]بوده است موردتوجه

با قابلیت تصویربرداری با قدرت تفکیک  ازدورسنجش

ی دستگاهی دارای هاملاحظه لیبه دلمکانی بالا، 

ی قرمز، سبز، آبی و هاکانالی طیفی محدود )هاکانال

تصاویر  .[11و  11]نزدیک( هستند  قرمزمادون

، نظیر تصاویر محدود یفیط یهاکانالیی با هاماهواره

ارامترهای کالیبراسیون ، اغلب پ1-گائوفِنماهواره 

رادیومتریکی کاملی ندارند و ناشی از عدم وجود 

حرارتی و جذب بخار آب، فرآیند  قرمزمادونی هاکانال

از برخی عوارض  هاآنشناسایی دقیق ابرها و جداسازی 

                                                           
1 Cloud and Cloud Shadow 
2 Advanced Very High Resolution Radiometer 

1 International Satellite Cloud Climatology Project 
9 Gaofen-1 

، باشندیمکه دارای شباهت طیفی در محدوده مرئی 

در این زمینه، ارائه راهکاری با  .[11و  12]دشوار است 

ی ابرها و سایه هاپوششهدف آشکارسازی و حذف 

رت تفکیک مکانی بالا در ابرها از تصاویر با قد

. فرآیند [19]ی مختلف، دارای اهمیت است هاصحنه

حذف ابرها و سایه ابرها از تصاویر، به دقت آشکارسازی 

. جهت ارتقاء دقت [15]ابرها و سایه ابرها وابسته است 

 ازدورسنجشآشکارسازی ابرها و سایه ابرها در تصاویر 

ی متعددی با هاقیتحقبا قدرت تفکیک مکانی بالا، 

، [19]شخیص الگو ت ی آماریهاروشاستفاده از 

شین بردار ی متداول یادگیری ماشین نظیر ماهاروش

ی یادگیری هاروش، و اخیراً استفاده از [10]پشتیبان 

، صورت گرفته است. نتایج چند تحقیق [18] 5عمیق

ی یادگیری عمیق بر روی هاروشاخیر با استفاده از 

نزدیک تصاویر  قرمزمادونی مرئی و هاکانال

 8/5با قدرت تفکیک مکانی  19-یوآن-ژیی هاماهواره

متر، و  8با قدرت تفکیک مکانی  1-متر، گائوفِن

 دهندهنشان، متر 9با قدرت تفکیک مکانی  2-گائوفِن

 12بهبود دقت آشکارسازی ابرها با میانگین دقت کلی 

اما آشکارسازی جزئیات  ،[19و  11، 9]درصد است 

ی هاعارضهی ابرها و سایه ابرها ناشی از وجود اهیحاش

مختلف در این سطح از وضوح تصویر، همچنان دارای 

 .باشدیمچالش مهمی 

شبکه در تحقیق حاضر، یک روش جدید مبتنی بر 

خودکار  یآشکارسازبرای  0ی عمیقکانوولوشنی عصب

پیشنهاد  1-گائوفِن هماهوار ریاز تصاو ابرها هیابرها و سا

ی هاشبکهشده است. روش پیشنهادی بر مبنای تئوری 

بازگشتی و کانوولوشنی عمیق در یک ساختار 

چندمقیاسه، طراحی شده است. در این تحقیق، 

له عبارت أو سهم در توسعه حل مس هاینوآور نیترمهم

 است از:

                                                           
5 Deep Learning 

9 Zi-Yuan 3 
0 Deep Convolutional Neural Network (DCNN) 
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          ...چننند مقیاسننه شنننی یننش شننعکه عکننعی  ان ول پیشنننها  
 مهدی خ ش برش ماس له و رضا شاه حسینی

 

( یک شبکه عصبی کانوولوشنی عمیق با ساختار 1)

چندمقیاسه برای آشکارسازی بهتر جزئیات 

عوارض ارائه ی ابرها و سایه ابرها از سایر اهیحاش

 شده است.

بر  یمبتن یکانوولوشن ماندهیباق یهابلوک( طراحی 2)

در ساختار چندمقیاسه  عُمق یروش حذف تصادف

ی ریپذمیتعمبا هدف کاهش هزینه محاسبه، ارتقاء 

و بهبود دقت نتایج آشکارسازی یکی دیگر از 

 ی این تحقیق است.هاینوآور

م تعادل له عدأ( در این تحقیق، برای حل مس1)

 1دارمتقاطع وزن یآنتروپی هدف از تابع هاکسلیپ

 استفاده شده است.

 پیشینه تحقیق -2

ه آشکارسازی ابرها و سایه نیزمی اخیر، در دههدر چند 

 تک صورتبه ازدورسنجشی مختلف هادادهابرها از 

و  11] 9نظیر تصاویر مادیس 1یا سری زمانی 2زمانه

 بالا اریبا وضوح بس شرفتهیپ ومتریرادی هاداده ،[21

[ و 25و  29، 21] 5تصاویر سری لندست ،[22و  21]

ی اگستردهی هاقیتحق[، 20و  29] 29-تصاویر سنتینل

ی هاقیتحقی مورد استفاده در هاروشانجام شده است. 

ی بندطبقهدر دو کلاس به شرح زیر،  توانیمپیشین را 

 نمود. 

که بر  الگو صیتشخ یآمار یهاروشکلاس اول شامل 

در ابرها و  یآشکارسازاساس تعیین حدآستانه، فرآیند 

را اغلب بر مبنای  ابرها هیسا یآشکارسازبرخی از موارد 

ی حرارتی تصاویر هاکانالدمای درخشندگی از طریق 

ی ماسک ابر هاروش. دهندیم، صورت ازدورسنجش

                                                           
1 Weighted Cross Entropy 
2 Single Scene 

1 Multi-Temporal Scenes 

9 Moderate Resolution Imaging Spectroradiometer 

(MODIS) 
5 Landsat 

9 Sentinel-2 

های طیفی لندست  ی حدآستانهسازنهیبه، [21]مادیس 

 0-، ارزیابی خودکار پوشش ابر در تصاویر لندست[29]

توسط  شدهارائه) FMaskی الگوریتم سازنهیبه، [25]

 2-( برای تصاویر سنتینلکایآمر یشناسنیسازمان زم

توسط آژانس فضایی  شدهارائه) 0، روش ماخا[29]

 2-سری زمانی لندست و سنتینل فرانسه( برای تصاویر

توسط آژانس  شدهارائه) Sen2Cor، و پردازشگر [20]

یی هانمونه، [28] 2-فضایی اروپا( برای تصاویر سنتینل

برای آشکارسازی ابرها و سایه ابرها  یآماری هاروشاز 

یی که هاروش .اندشدهه اخیر ارائه دههستند که طی 

ابرها و  یآشکارساز، در اندگرفتهدر کلاس اول قرار 

 لیبه دلاز تصاویر با قدرت تفکیک مکانی بالا  ابرها هیسا

حرارتی و مشکل در  قرمزمادونی هاکانالعدم وجود 

قدرت تفکیک مکانی بالا،  لیبه دلگذاری  حدآستانه

 عملکرد مناسبی ندارند. 

ی یادگیری ماشین است. هاروشکلاس دوم شامل 

ی آموزشی، هانمونهی یادگیری ماشین بر اساس هاروش

و سایه ابرها را با دقت  ابرها یآشکارسازاغلب فرآیند 

ی شبکه عصبی هاروش. دندهیممطلوب صورت 

، [21]زمانه لندست  برای تصاویر تک مقعُکممصنوعی 

و  [11] 2ویو -ماشین بردار پشتیبان برای تصاویر ورد

مبنای یادگیری ماشین برای تصاویر  ئی شهاروش

 نیماش یریادگی یهاروش ، از جمله[11]1-گائوفِن

نسبت به  نیماش یریادگی یها. روشباشندیم

ابرها  یرا در آشکارساز ینقش مؤثرتر ،یآمار یهاروش

و  9اند ]بالا داشته یمکان کیبا قدرت تفک ریاز تصاو

 از یناش ن،یماش یریادگیمعمول در  یهاروش اما[، 18

 تیقابل پردازش، یپارامترها میتنظ به ادیز یوابستگ

ی به معنای قابلیت ریپذمیتعم .دارند یکم یریپذمیتعم

ی هاشیآزمااستفاده از روش موردنظر برای نمونه 

 .[12] باشدیممختلف با دقت مناسب 

                                                           
0 MAJA 
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ی یادگیری عمیق )در این هاروشی ریکارگبهاخیراً 

 موردنظری عصبی کانوولوشنی عمیق هاشبکهتحقیق، 

ی هاروشی هارمجموعهیز نیترکاملاست( که از جمله 

یادگیری ماشین هستند، در پردازش تصاویر 

. یکی از [12] اندبوده موردتوجهبسیار  ازدورسنجش

 ی یادگیری عمیق نیاز به کلانهاروشنیازهای اساسی 

 ازدورسنجشه نیزم. در [11]ی تصویری است هاداده

ی هاروشی تصویری، هاداده وجود کلان لیبه دل

عملکرد مناسبی در حیطه یادگیری عمیق دارای 

. چالش [19] باشدیم ازدورسنجشی مختلف هاموضوع

دیگر در یادگیری عمیق، زیرساخت مناسب برای 

ی رایانش هارساختیزاست. توسعه  هادادهپردازش 

اَبری برای یادگیری عمیق مانند سرویس گوگل کولَب 

ی یادگیری ریکارگبهاز جمله راهکارهای مطلوب برای 

( 1)ی پردازش تصویر است. جدولهاقیتحقعمیق در 

ه آشکارسازی نیزمی یادگیری عمیق در هاروشتحلیل 

. تحلیل صورت گرفته دهدیمابرها و سایه ابرها را نشان 

نوع معماری یادگیری عمیق، ( بر اساس 1)در جدول

ی مورد استفاده، قابلیت هادادهجزئیات مجموعه 

آشکارسازی و میانگین دقت کلی آشکارسازی در 

 ی پیشین، نگارش شده است.هاقیتحق

 ی یادگیری عمیقهاروشه آشکارسازی ابرها و سایه ابرها با استفاده از نیزمپیشین در  یهاقیتحق: 1جدول 

 پژوهشگر

 (سال انتشار)

نوع معماری 

 یادگیری عمیق

جزئیات مجموعه 

 هاداده

دقت میانگین 

 یکل

 یآشکارساز

قابلیت 

 آشکارسازی

 سایه ابر ابر

 [18] همکاران و لندیو

(2111) 
 ونتِی

-لسری لندست و سنتین

2 
 دارد دارد 81%

 [15] همکاران و یکا

(2111) 
8و  0-لندست سگنت  دارد دارد 11% 

 [19] همکاران و یل

(2111) 

 یهایژگیو قیتلف

 یکانوولوشن

  اسهیچندمق

، 8و  5،0-لندست

، 9و  2، 1-گائوفنِ

 1 -وآنی-یژ، 2-سنتینل

1-جینگ ، هوآن1و   

 دارد دارد 19%

[9] همکاران و انگی  

(2111)  
 نِت ید یس

و  1-گائوفنِ، 1-وآنی-یژ

8-لندست  
 ندارد دارد 11%

[10] همکاران و ویل  

(2111)  
2-سنتینل کلودنتِ  ندارد دارد 12% 

[18] همکاران و سیفرانس  

(2111)  
 انِ یس اف کلود

و 2-کربونیت  

8-لندست  
 ندارد دارد 80%

[11] همکاران و چن  

(2118)  

 یعصب شبکه

 چند یکانوولوشن

 یسطح

و  1-گائوفنِ، 1-وآنی-یژ

2 
 دارد دارد 19%

[11] همکاران و وانگ  

(2118)  

 یعصب شبکه

 شئ یکانوولوشن

 مبنا

2-سنتینل  دارد دارد 19% 
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ه آشکارسازی ابرها نیزمنتایج تحلیل پیشینه تحقیق در 

و سایه ابرها از تصاویر با قدرت تفکیک مکانی بالا 

 عبارت است از:

ی پیشین، هاروش :قیعم یریادگی ینوع معمار( 1)

-Uاغلب از یک معماری اولیه یادگیری عمیق مانند 

Net  لایه  21)یک شبکه کانوولوشنی پیکسل مبنا با

)یک شبکه کانوولوشنی  SegNetکانوولوشن( یا 

لایه کانوولوشن برای استخراج  11پیکسل مبنا با 

ی اولیه هایمعمار. اندآمده به وجود ویژگی(

بهینه نبودن ساختار و  لیبه دلیادگیری عمیق 

ی کانوولوشن یکسان و هاهیلااستفاده متعدد از 

ه پردازش نیزمبدون توجیه، در حال حاضر در 

 موردتوجهچندمقیاسه، کمتر  صورتبهتصویر 

 هستند.

بر اساس نتایج  :هامجموعه داده اتیجزئ( 2)

ی پیشین، هرچه قدرت تفکیک مکانی هاقیتحق

-یژ، 1-گائوفِنافزایش یافته است )مانند تصاویر 

در  هاتمیالگور(، توانایی 2-کربونیتو  1-وآنی

ی توجهقابلآشکارسازی ابرها و سایه ابرها به میزان 

ی مورد هاصحنهاست. البته تنوع  افتهی کاهش

ی یادگیری عمیق هاتمیالگورپردازش در عملکرد 

، در گریدعبارتبهزیادی داشته است.  ریثتأ

ی هاصحنهیی که ابرها و سایه ابرها در هاقیتحق

ی کشاورزی یا هانیزمی آب، هاپهنهمختلف مانند 

دقت بوده است،  موردتوجهمناطق پوشیده از برف، 

 9، 19، 18ی نیز کاهش یافته است ]آشکارساز یکل

 [.18و 

ی هاقیتحقمناطق مطالعاتی در  نوع منطقه:( 1)

پیشین، اغلب شامل مناطقی با سطح همگن 

. بنابراین توجه به آشکارسازی ابرها و سایه باشدیم

یی هاماهوارهابرها در مناطق مختلف در تصاویر 

 ، موضوع مورد اهمیتی است.1-گائوفِنمانند 

ی هاقیتحق ی:آشکارساز یدقت کلقابلیت و ( 9)

اهمیت آشکارسازی ابرها و سایه ابرها  دهندهنشاناخیر 

ی هاقیتحقاست. بر اساس نتایج  توأمان صورتبه

 هاصحنهپیشین، هرچه قدرت تفکیک مکانی بیشتر و 

باشد دقت کلی آشکارسازی ابرها و سایه ابرها  تردهیچیپ

 .ابدییمبه میزان زیادی کاهش 

 مبانی نظری  -3

در این بخش، ابتدا به تعریف مفاهیم پایه در زمینه 

. سپس، شودیمی عصبی کانوولوشن پرداخته هاشبکه

. در پایان، جزئیات شوندیمی مرجع معرفی هاروش

 .شوندیمالگوریتم پیشنهادی و مجموعه داده، تشریح 

 مفاهیم پایه -3-1

طراحی یک شبکه عصبی کانوولوشنی مشتمل بر 

)فعالیت( مناسب،  سازفعالطراحی فیلتر، انتخاب تابع 

طراحی مرحله کدُگذاری و نحوه آموزش و اصلاح 

. در ادامه باشدیمی کانوولوشن یشبکه عصبی هاوزن

 قراراین بخش، هریک از این مولفه ها، مورد بررسی 

 .رندیگیم

وزن دهی اولیه در شبکه طراحی فیلتر و  -3-1-1

 عصبی کانوولوشنی

ی عصبی کانوولوشنی هاشبکهی مهم هایژگیویکی از 

 هاآنی موجود در هاوزناستفاده از فیلترها با توجه به 

یک پارامتر  عنوانبهی موجود در هر فیلتر هاوزناست. 

. [9] دیآیمآموزش در شبکه عصبی کانوولوشنی بشمار 

ی عصبی کانوولوشنی هاشبکهابعاد بهینه فیلترها در 

و بُعد سوم فیلترها بر اساس تعداد  باشدیم 1×1اغلب 

. پس از [12و  18] گردندیمی ورودی تعیین هاکانال

 به دستیجه اعمال فیلترها بر روی تصویر ورودی، نت

آمده با یک مقدار بایاس )در اینجا یک در نظر گرفته 

و تشکیل یک ماتریس ویژگی  شودیمشده است( جمع 

. یک دهدیم)با ابعاد تصویر ورودی و با یک کانال( را 

مناسب برای حفظ ابعاد تصویر ورودی در  حلراه

با  نگیپدی عصبی کانوولوشنی، استفاده از هاشبکه

. در عمل، باشدیممقادیر صفر در حاشیه تصویر ورودی 

استفاده از این روش موجب حفظ تمامی مقادیر در 

 .شودیمفرآیند استخراج ویژگی از تصویر ورودی 
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که باید در  باشدیموزن  1دارای  1×1یک فیلتر با ابعاد 

اولین مرحله از آموزش مقداردهی شوند. مقداردهی 

ی عصبی کانوولوشنی برای هابکهشدر  هاوزناولیه 

صورت  2انیانفجار گرادو  1انیگراد یمحوشدگمقابله با 

ی گرادیان اغلب در محوشدگ. مشکل ردیگیم

 افتدیمکوچک باشد اتفاق  هاوزنیی که مقادیر هاشبکه

که مقادیر  افتدیمزمانی اتفاق  انیانفجار گرادو مشکل 

و  Xavier Glorotی هاروشبزرگ انتخاب شود.  هاوزن

Kaiming He  برای وزن دهی  شدهشناختهدو روش

[. 18] دنباشیمی عصبی کانوولوشنی هاشبکهاولیه به 

. اما انددادهی نرمال و یکنواخت ارائه هامدلهر دو روش 

ناخته ش 1نرمال که با نام هی نُرم Kaiming Heروش 

ی شبکه در هایوروداستفاده از تعداد  لیبه دل، شودیم

ی در ترمناسبتعیین مقادیر اولیه وزن، روش 

 [.92] باشدیمی عصبی کانوولوشنی هاشبکه

 یرخطیغ)فعالیت(  سازفعالانتخاب تابع  -3-1-2

و یا تابع فعالیت نیز  5که با نام تابع انتقال 9سازفعالتابع 

یک قسمت اصلی در  عنوانبه شودیمشناخته 

ی هاشبکهی عصبی کانوولوشنی همانند سایر هاشبکه

. تابع ردیگیمعصبی مصنوعی مورد استفاده قرار 

ی عصبی کانوولوشنی معمولاً پس هاشبکهدر  سازفعال

و از نوع غیرخطی هستند  شوندیماز فیلترها جانمایی 

وظیفه فعال یا غیرفعال کردن یک  سازفعال[. تابع 12]

ه عصبی به عهده دارد. به را در شبک هیهر لانورون در 

و  ردیگیمعبارت دیگر ورودی را از لایه قبلی خود 

. کندیماغلب نتیجه را بین دو عدد معلوم مشخص 

ی عصبی کانوولوشنی از هاشبکهدر بسیاری از  راًیاخ

( ReLU) 9یخط یشده کسویواحد با نام  سازفعالتابع 

                                                           
1 Vanishing Gradient 

2 Exploding Gradient 

1 he_norm 
9 Activation Function 
5 Transfer Function 

9 Rectified Linear Unit 

ی خط یشده کسویواحد [. 95و  19] کنندیماستفاده 

با عبور خروجی یک لایه از خود نتیجه را بین صفر و 

وزن و با روش  کندیممثبت، نرمال  تینهایبکران 

. این [92]ی اولیه هی نُرم سازگاری مناسبی دارد ده

تا به ازای مقادیر مثبت، همان مقدار  شودیمامر موجب 

خروجی ارائه شود که یک مزیت برای شبکه  عنوانبه

 .شودیممحسوب 

 ابعاد کاهشمرحله کُدگذاری از طریق  -3-1-3

ابعاد با هدف جلوگیری از پدیده بیش  کاهشمرحله 

ی هاوزنبَرازش ناشی از عدم آموزش بهینه تعداد زیاد 

ی عصبی کانوولوشنی مورد استفاده هاشبکهفیلتر در 

ی، کانوولوشن یعصب شبکه. اگر [11] رندیگیمقرار 

کامل یاد بگیرد اما در مورد  طوربهی آموزشی را هاداده

ی عمل نکند، در این حالت خوببهی آزمایشی هاداده

 . دهدیمپدیده بیش بَرازش رخ 

ی عصبی کانوولوشنی اغلب پس از هاشبکهدر طراحی 

ابعاد استفاده  دهندهکاهشاعمال یک فیلتر از یک لایه 

. لایه کاهش ابعاد دارای عملکرد مستقل است، شودیم

که یک لایه کاهش ابعاد با تعریف ابعاد  صورتنیبد

این قابلیت را دارد تا ابعاد عرض و ارتفاع داده  2×2

پیکسل کاهش دهد. ابعاد بهینه  2 اندازهبهورودی را 

و  2×2تجربی  طوربهی کاهش ابعاد هاهیلابرای تعریف 

)مقدار حرکت فیلتر بر روی سطر و  2با گام حرکت 

. با اعمال این لایه، شودیم ستون تصویر( در نظر گرفته

. کندیمکاهش پیدا  %05ابعاد داده ورودی به نسبت 

با  تواندیمی کانوولوشنی اغلب هاشبکهکاهش ابعاد در 

و  8، کاهش ابعاد میانگین0بیشینهکاهش ابعاد سه روش 

 هاروشصورت بگیرد. انتخاب این  1کاهش ابعاد کمینه

له تعیین أسبا توجه به نوع داده ورودی و هدف م

ی تصویر، بندقطعهی مربوط به هاقیتحق. در شودیم

بیشینه دارای کاربرد کاهش ابعاد استفاده از روش 

                                                           
0 Max Pooling 

8 Average Pooling 

1 Min Pooling 
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نمونه  هیلابیشتری است. فرآیند کدُگذاری و کدُگشایی )

به روش بیشینه در شکل کاهش ابعاد ( با استفاده از افزا

( ارائه شده است. با توجه به این شکل، موقعیت و 1)

و  شوندیمقادیر بیشینه پس از کاهش ابعاد ذخیره م

ی هاقسمتاز سایر  افتهیکاهشسپس ماتریس با ابعاد 

و  شودیمو مقادیر جدیدی محاسبه  کندیمشبکه عبور 

 .شوندیمجانمایی  شدهرهیذخی هاتیموقعدر 

 
 [84] نهیشیکاهش ابعاد به روش ب وهیبا استفاده از ش ییو کُدگشا یکُدگذار ندیفرآ :1 شکل

در  شدهاشارهی هاچالشروش تحقیق با هدف بهبود 

( طراحی شده 2نتایج تحلیل پیشینه تحقیق )بخش 

ی موجود که این تحقیق هاچالشخلاصه،  طوربهاست. 

 است عبارت است از: هاآندرصدد بهبود 

( یک الگوریتم بهینه برای بهبود دقت آشکارسازی 1)

 صورتبهی ابرها و سایه ابرها اهیحاشجزئیات 

طراحی شده  1-گائوفِناز تصاویر ماهواره  توأمان

 است.

ختلف ی مهاصحنهیی با توزیع جهانی و در هاداده( 2)

ی الگوریتم ریپذمیتعمبرای ارزیابی قابلیت 

 پیشنهادی، مورد استفاده قرار گرفته است.

مطالعه  منظوربهی مرجع هاروشدر این ادامه، ابتدا 

 رندیگیمتطبیقی با روش پیشنهادی، مورد بررسی قرار 

(. سپس، ساختار الگوریتم پیشنهادی 2-1)قسمت 

یت، مجموعه (. در نها1-1)قسمت  شودیممعرفی 

 شوندیمی تحقیق برای انجام آزمایش، معرفی هاداده

 (.9-1)قسمت 

 ی مرجعهاروش -3-2

ی قبلی، هاروششرط کسب بیشترین دقت در بین 

منظور بهی مرجع هاروشمعیار مناسبی برای انتخاب 

با روش پیشنهادی است. دو روش  یقیمطالعه تطب

پیشرفته برای آشکارسازی ابرها و سایه ابرها از تصاویر 

 1هایژگیواز: روش ترکیب  اندعبارت 1-گائوفِنماهواره 

 یکانوولوشن یهایژگیو قیروش تلفو  [19]

 .[19] 2اسهیچندمق

 هایژگیو بیروش ترک -3-2-1

، یک روش آماری تشخیص الگو هایژگیوروش ترکیب 

از تصاویر  ابرها هیابرها و سا یآشکارساز منظوربه

است. این روش بر اساس تعیین  1-گائوفِنماهواره 

ی طیفی هایژگیوی بر مبنای بندقطعهحدآستانه برای 

 منظوربه. سپس، کندیمعمل  1-گائوفِنتصویر ماهواره 

بهبود نتایج آشکارسازی ابرها با استفاده از اطلاعات 

                                                           
1 Multi-Feature Combined 
2 Multi-Scale Convolutional Feature Fusion 
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)یک نوع فیلتر از نوع  1هندسی از فیلتر هدایتی

برای بهبود لبه است( برای تولید  2فیلترهای دوطرفه

. در نهایت، نقشه سایه شودیممحدوده ابرها استفاده 

ابرها با تطابق هندسی بین ابرها و سایه متناظر ابرها 

 هایژگیو بیترک. برنامه روش [19] شوندیماستخراج 

 (/http://sendimage.whu.edu.cn/en/mfc)در لینک 

 موجود است.

ی کانوولوشنی هایژگیوتلفیق  روش -3-2-2

 چندمقیاسه

، یک اسهیچندمق یکانوولوشن یهایژگیو قیروش تلف

ابرها  یمنظور آشکارسازبهروش جدید یادگیری عمیق 

 ژهیوبه ازدورسنجشمختلف  ریابرها از تصاو هیو سا

 هماهوارتصاویر با قدرت تفکیک مکانی بالا مانند تصاویر 

ی پیشین هاروشاین روش نسبت به  است. 1-گائوفِن

که برای  9انِ سی و دی 1لَب یادگیری عمیق نظیر دیپ

مورد استفاده قرار  ابرها هیابرها و سا یآشکارساز

از سایر نتایج  ترقیدقدرصد  2، در حدود اندگرفته

ی پیشین هاقیتحقن، نسبت به . همچنیباشدیم

ی مختلفی هاصحنه(، این الگوریتم در (1))جدول

-آزمایش شده است. این روش، یک معماری کدُگذار

کدُگشای کانوولوشنی با ساختار عمیق را پیشنهاد داده 

 یهایژگیو قیتلف. منبع کدُ روش [19]است 

در لینک  اسهیقچندم یکانوولوشن

(http://sendimage.whu.edu.cn/en/mscff/)  موجود

 است.

 الگوریتم پیشنهادی -3-3

-MultiCloudالگوریتم پیشنهادی در این تحقیق با نام 

Net .یک معماری جدید در یادگیری عمیق است ،

عبارت  MultiCloud-Netی معماری هایژگیو نیترمهم

 است از:

                                                           
1Guided Filter 
2Bilateral Filters 
1 DeepLab 

9 Deep Convolutional Network 

ی فیلترهای کانوولوشنی با ابعاد مختلف ریکارگبه( 1)

کدُگشا با هدف جداسازی -در یک ساختار کدُگذار

ی ابرها و سایه ابرها از سایر اهیحاشبهتر جزئیات 

ی این تحقیق هاینوآورعوارض زمینی، یکی از 

 است.

انوولوشنی مبتنی بر ه کماندیباقی هابلوک( طراحی 2)

ی هابلوکروش حذف تصادفی عُمق، برخلاف 

همانی عمل  صورتبهه معمولی که ماندیباق

 .کنندیم

با هدف افزایش  متقاطع یآنتروپ یخطا( توسعه تابع 1)

، برای هاکسلیپخاصیت یکنوایی و ایجاد تعادل بین 

ارتقاء دقت آشکارسازی ابرها و سایه ابرها، یکی 

 ی این الگوریتم است. هاعملکار دیگر از ابت

نشان  MultiCloud-Net(، ساختار معماری 2)در شکل

یک  MultiCloud-Netداده شده است. الگوریتم 

فرآیند است.  End-to-Endمعماری با فرآیند یادگیری 

، به مفهوم یادگیری تمام End-to-Endیادگیری 

در روند آموزش مدل و  شدهاستخراجی هایژگیو

پردازش  آزمایش آن بدون استفاده از هرگونه روش پس

یک معماری  MultiCloud-Net[. معماری 12] باشدیم

. باشدیم)طول شبکه(  9یادگیری عمیق با عُمق شبکه 

ی هاهیلاهمچنین در این شبکه بجای استفاده از 

ی درپیپ صورتبهکانوولوشنی با ابعاد فیلتر ثابت و 

( از یک نوآوری یونت یا سگنت)مانند شبکه 

نیز استفاده شده است. این نوآوری شامل  فردمنحصربه

ی فیلترهایی با ابعاد مختلف برای روند آموزش ریکارگبه

 . باشدیم
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 MultiCloud-Net: معماری پیشنهادی با نام 2شکل 
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ی فیلترهایی با ریکارگبهبر اساس نتایج این تحقیق، 

ی عصبی کانوولوشنی مزایایی هاشبکهابعاد مختلف در 

 به شرح زیر دارد:

ی جدید و ادغام خودکار هایژگیو( موجب تولید 1)

، این کار یک روش شودیمدر طول شبکه  هاآن

در هر  2است )در شکل  هادادهمناسب برای تقویت 

با رنگ قرمز و تعداد فیلترها با  هایژگیولایه تعداد 

 رنگ آبی مشخص شده است(.

 صورتبهجزئی -ی کلیهایژگیو( امکان دسترسی به 2)

اگر هدف  مثالعنوانبه. شودیمایجاد  توأمان

استخراج سایه ابرها است ممکن است در بخش 

د، اگر از یک سایه، خطوط ساحلی وجود داشته باشن

فیلتر با ابعاد ثابت استفاده شود، خطوط ساحلی در 

. کنندیمی ایجاد نابسامانفرآیند استخراج 

ی فیلترهایی با ابعاد ریکارگبهبا  میتوانیم کهیدرحال

را در این ناحیه از بین ببریم )این  هاآناثر  تربزرگ

در بخش نتایج ارائه شده  5مزیت در نمونه شماره 

 است(.

یی با ابعاد فیلتر هاهیلامعیار تعیین عُمق شبکه و تعداد 

 1یتصادف یحافظه دسترسمختلف، بیشترین میزان 

(RAM )باشدیمدر محیط گوگل کولَب  مصرفقابل .

ی زیرساختی، هاتیمحدود، بر اساس گریدعبارتبه

شبکه بیشترین رشد خود را در جهت طول )عُمق 

با ابعاد مختلف( داشته شبکه( و عرض )تعداد فیلترهایی 

 .است

روش پیشنهادی با استفاده  یسازادهیپ ق،یتحق نیدر ا

 یسینوکتابخانه برنامهو  تونیپا یسینوزبان برنامه از

که به زبان پایتون  راسکِیادگیری عمیق به نام باز متن

توسعه پیدا کرده است در محیط رایانش ابری گوگل 

استفاده  یهایژگیاز و یککولَب، صورت گرفته است. ی

 یریادگی یهامدل یاجرا تیراس قابلاز کتابخانه کِ

واحد  .باشدیمتنسورفلو واحد پردازش  یبر رو قیعم

                                                           
1 Random Access Memory 

ی هاقیتحقپردازنده برای  نیتریقوتنسورفلو، پردازش 

یادگیری عمیق است که در محیط رایانش ابری گوگل 

 کولَب قابل استفاده است.

 یمبتن یکانوولوشن ماندهیباق یهابلوک -3-3-1

 ی عمُقبر روش حذف تصادف

روش حذف تصادفی برای بهبود مقابله با پدیده بیش 

. ردیگیمی عصبی مورد استفاده قرار هاشبکهبرازش در 

از   p-1در هر مرحله از آموزش، هر نورون با احتمال 

در شبکه باقی  pو یا با احتمال  شودیمشبکه خارج 

ی هانورونیک شبکه عصبی با  کهینحوبه، ماندیم

باقی بماند. در مرحله کدُگذاری در یک  افتهیکاهش

ی هانقشهشبکه عصبی کانوولوشنی، ابعاد ماتریس 

و تعداد نقشه  ابدییمکاهش  جیتدربهویژگی 

. افزایش تعداد ابدییمافزایش  دشدهیتولی هایژگیو

ی ویژگی در شبکه عصبی کانوولوشنی به دلیل هانقشه

. افزایش تعداد باشدیمتفاده از فیلترهای کانوولوشنی اس

ی هانقشهفیلترهای کانوولوشنی موجب افزایش تعداد 

، اما شودیمی بندطبقهویژگی و در نتیجه بهبود دقت 

پیاپی، شبکه با مشکل  صورتبهبا قرار دادن فیلترها 

محوشدگی گرادیان در مرحله پس انتشار مواجه 

ی کانوولوشن ماندهیباق یهابلوک. در ساختار شودیم

هدف حل مشکل صفر شدن تدریجی گرادیان با 

. در نگاشت باشدیم ماندهیباقاستفاده از نگاشت 

، مقادیر خروجی پیش از نگاشت با نتایج ماندهیباق

 [.91] شوندیمخروجی جمع 

ی هایمعماردر  ماندهیباقی هابلوکی ریکارگبه

ی، بندطبقهبهبود دقت  رغمیعلیادگیری عمیق، 

. شودیم هامحاسبههزینه  توجهقابلموجب افزایش 

ی هابلوکدر تلفیق  ژهیوبه، هامحاسبهافزایش هزینه 

ی کانوولوشن، به میزان زیادی هاهیلابا  ماندهیباق

، با فرض اینکه بلوک طورمعمولبهاثرگذار است. 

ر کانوولوشنی شامل دو فیلتر کانوولوشن باشد، مقدا

با مقدار  مجدداًورودی از دو فیلتر عبور کرده و سپس 

که از نظر  طورهمانالف(. -1)شکل  شودیماولیه جمع 

برای جلوگیری از تقلیل  صرفاًتئوری مشهود است، 
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یی که توسط فیلترهای کانوولوشن ایجاد شده هایژگیو

. شودیمبا مقدار اولیه جمع  شدهپردازشاست، مقدار 

 هابلوکی این ریکارگبهجب دشوار شدن این فرآیند مو

. برای شودیمکدُگشا -ی عمیق کدُگذارهایمعماردر 

ی هایمعماردر  ماندهیباقی هابلوکی ریکارگبهارتقاء 

کدُگشا، در این تحقیق از یک شیوه -عمیق کدُگذار

بر  یمبتن یکانوولوشن ماندهیباق یهابلوکجدید با نام 

-1)شکل  گرددیم، استفاده عُمق یروش حذف تصادف

، اولین بار برای شبکه رزنِت عُمق یحذف تصادفب(. 

ی اشیا بر روی مجموعه بندطبقهلایه، با هدف  59

)دو مجموعه تصویر  ImageNetو  CIFAR10تصاویر 

در علوم رایانه( مورد استفاده قرار گرفت  شدهشناخته

افزایش سرعت پردازش تا  دهندهنشان. نتایج [91]

 59درصد در مقایسه با ساختار معمولی رزنِت  5/10

 ماندهیباقی، یک بلوک طورکلبه. دهدیملایه را نشان 

. شودیم( محاسبه 1معمولی با استفاده از رابطه )

 یحذف تصادف بر اساس ماندهیباقبلوک  کهیدرحال

 .گرددیم( تعیین 2با رابطه ) عُمق

2                     (   1رابطه ) 2( )n n n no f o o   

2               (2رابطه ) 2( ) ( )n n n n n no a f o t o    

معادل خروجی بلوک  no(، 2( و )1ی )هارابطهدر 

معادل  no-2تابع تبدیل کانوولوشن و  nf؛ ماندهیباق

مقیاس تعمیم که از توزیع  na؛ ماندهیباقورودی بلوک 

تابع آموزش )در فرم اولیه  ntو  کندیمبرنولی پیروی 

 ی( است.تصادف یکاهش انیگراد

 عمُق یحذف تصادفجهت توسعه روش  در این تحقیق،

ی، یک تغییر عمده در ساختار کانوولوشن لتریفبرای 

ایجاد شده است. این تغییر  عُمق یحذف تصادفروش 

ی قیبرآورد لحظه تطبشامل، استفاده از روش آموزش 

. باشدیمی، تصادف یکاهش انیگرادبجای روش آموزش 

ی، یک تصادف یکاهش انیگراداینکه روش  لیبه دل

روش با هزینه محاسبه بالا است و فرآیند آموزش 

، از روش جدید و بهینه شودینمی سازنهیبهی خوببه

ی که عملکرد آن در بسیاری از قیبرآورد لحظه تطب

، مورد بررسی قرار گرفته [92و  91]نظیر هاقیتحق

برآورد است، استفاده شده است. اَبرپارامترها در روش 

-8)و  111/1، 1/1، 11/1ی به ترتیب قیلحظه تطب

و اپسیلون در نظر  2-، بتا1-برای نرخ یادگیری، بتا11(

نُرم برای  . همچنین از روش هی[18] شودیمگرفته 

نرُم  . روش هیشودیممقداردهی اولیه به شبکه استفاده 

ی در یادگیری وزن دهی هاروش نیترمناسبیکی از 

 .[91] باشدیمعمیق 

 
 کانوولوشنی ماندهیباقی هابلوک: مقایسه الگوهای مختلف توسعه 3شکل 
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 تابع خطای آنتروپی متقاطع توسعه -3-3-2

ی عصبی هاشبکهنقش یک تابع خطای مناسب در 

 لیبه دل. [11]کانوولوشنی عمیق بسیار مهم است 

ی آموزشی در یادگیری عمیق، هادادهحجم زیاد 

ی اشتباه هاداده بسیاری از توابع خطا ناشی از وجود

. اغلب [44])حتی کم(، عملکرد ضعیفی دارند 

ی قبلی مورد هاقیتحقی یادگیری عمیق که در هاروش

( L2از خطای کمترین مربعات ) اندگرفتهاستفاده قرار 

. یکی از اندکردهبرای محاسبه خطای شبکه استفاده 

معایب استفاده از خطای کمترین مربعات در  نیترمهم

ی عصبی کانوولوشنی عمیق، عملکرد ضعیف در هاشبکه

مورد  یهاداده. [95]ی اشتباه است هادادهمقابله با 

 ستندیازدور اغلب فاقد اشتباه ناستفاده در سنجش

و اغلب مسائل  (ریتصووجود نویز در مثل  ی)موارد

ی هدف هاکسلیپله عدم تعادل أی دارای مسندبقطعه

، بنابراین طراحی یک تابع خطای مناسب باشندیم

ی تصویر با بندقطعهاست. در زمینه  ریناپذاجتناب

 مثالعنوانبهی یادگیری عمیق )هاروشی ریکارگبه

آشکارسازی ابرها و سایه ابرها(، افزایش خاصیت 

ی هدف هاکسلیپیکنوایی تابع خطا و ایجاد تعادل بین 

و غیر هدف، موجب بهبود عملکرد معماری در فرآیند 

. فرآیند شودیمی و خروجی نهایی روزرسانبه

، به ردیگیمی اغلب بر مبنای گرادیان صورت روزرسانبه

بع خطا خاصیت یکنوایی تا کهیدرصورتهمین منظور 

 منظوربهی ریگمشتقبیشتری داشته باشد، روند 

رسیدن به یک آموزش بهینه )همگرایی مطلوب مقادیر 

توسعه  منظوربه. در این تحقیق، گرددیمخطا( تسهیل 

تابع  داروزن، از الگوی متقاطع یآنتروپ یخطاتابع 

 یآنتروپاستفاده شده است. در تابع  متقاطع یآنتروپ

، یک وزن نزدیک به یک برای هر داروزن تقاطعم

ی غیر هاکسلیپپیکسل بر اساس حاصل تقسیم تعداد 

. این شودیمدر نظر گرفته  هاکسلیپهدف بر تعداد کل 

در مقدار وزن به عنوان پارامتر تعادل تعیین می گردد. 

)مانند  هانمونهاینکه در برخی  لیبه دلاین تحقیق، 

( 5نمونه های دوم، سوم، یازدهم و دوازدهم در شکل)

ی غیر هدف بیشتر است، لازم است هاکسلیپتعداد 

 متقاطع یآنتروپتابع پارامتر تعادل نیز استفاده شود. 

 صورتبهی چند کلاسی بندطبقهبرای یک  داروزن

 .گرددیم( تعریف 1رابطه )

                                                       (1رابطه )

ˆ ˆ ˆ( , ) ( log( ) (1 )log(1 ))kH p p p p p     

نوع  k؛ داروزن متقاطع یآنتروپتابع  𝐻 (،1) رابطهدر 

)کلاس ابر، کلاس سایه ابر و کلاس غیر  هاکلاس

 𝑝̂احتمال شرطی برای خروجی هدف؛  𝑝؛ هدف(

پارامتر   𝛽احتمال شرطی برای خروجی غیر هدف و 

 تعادل می باشد.

در قسمت انتهایی معماری  شدهیطراحتابع خطای 

، شدهینیبشیپی هاکلاسی بندطبقهپیشنهادی برای 

 .ردیگیممورد استفاده قرار 

 هادادهمجموعه  -3-8

 112در این تحقیق، برای ارزیابی روش پیشنهادی از 

قطعه برای  12قطعه برای آموزش و  11قطعه تصویر )

با ترکیب  1-ماهواره گائوفنآزمایش( اخذ شده توسط 

پیکسل با  1129×1129( و با ابعاد RGBرنگ حقیقی )

 2Aمتر و در سطح محصولات  8قدرت تفکیک مکانی 

 1-در ماهواره گائوفن 2Aاستفاده شد. سطح محصولات 

 شامل محصولاتی با تصحیح رادیومتری نسبی و 

تصاویر مورد ، می باشد. 1کیستماتیس یهندس حیتصح

از مجموعه تصاویر تحقیق  رمجموعهیزاستفاده، یک 

. نقشه واقعیت ابرها و سایه ابرها توسط باشندیم، [19]

و  19]عامل انسانی متخصص و با روش پیشنهادی 

، تهیه شده است. برای ارتقاء اعتمادپذیری به نتایج [99

پیشنهادی، مجموعه بودن روش  ریپذمیتعمه نیزمدر 

                                                           
 در تصحیح هندسی سیستماتیک از داده های کالیبراسیون 1

سنجنده، پارامترهای مداری، مختصات و موقعیت سنجنده در 

تفاده لحظه تصویربرداری برای کاهش اعوجاجات هندسی تصویر اس

.می شود  
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یی به شرح زیر هاچالشتصاویر مورد استفاده دارای 

 :باشندیم

تصاویر مورد استفاده طی  تنوع زمان اخذ تصاویر:( 1)

. تنوع زمان اندشدهاخذ  2119تا  2111ی هاسال

ی هافصلاخذ تصاویر، موجب تنوع نوع ابرها در 

 .شودیممختلف سال 

تصاویر مورد استفاده  :تنوع موقعیت مکانی تصاویر( 2)

از شهرهای مختلف واقع در کشورهای چین، 

 فیلیپین، مالزی، آمریکا و برزیل تهیه شده است.

تصاویر مورد  ی تصویربرداری:هاصحنهتنوع ( 1)

ی هانیزمی مختلفی نظیر هاصحنهاستفاده در 

ی آبی، مناطق ساحلی و مناطق هاپهنهکشاورزی، 

 .باشندیمی شهرمهین

ی آموزشی و آزمایشی هانمونهبرای ارزیابی نحوه توزیع 

( ارائه شده است. 9حقیق شکل)در مجموعه داده ت

ی مجموعه داده هانمونه ییجانما(، الگوی 9)شکل

ابر  عیماهانه توز نیانگیم یبر اساس نقشه جهانتحقیق 

 . دهدیمرا نشان  2119 هیفور خیتار در [47] سیماد
 

 
: جانمایی نقشه توزیع جهانی مجموعه داده تحقیق بر اساس نقشه جهانی میانگین ماهانه توزیع ابر مادیس در تاریخ 8شکل 

 2118فوریه 

 و بحث ارزیابی نتایج -8

در این بخش، ابتدا معیارهای ارزیابی دقت معرفی 

از روش پیشنهادی  آمدهدستبه، سپس نتایج شوندیم

-1در بخش ) شدهیمعرفدر مقایسه با دو روش مرجع 

. در پایان این بخش، بحثی درباره شوندیم( ارائه 2

در مقایسه نتایج و نقاط قوت و ضعف روش پیشنهادی 

 .شودیمارائه ی مرجع، هاروشبا 

 معیارهای ارزیابی دقت -8-1

در زمینه آشکارسازی ابرها و سایه ابرها از تصاویر با 

قدرت تفکیک مکانی بالا، ارزیابی دقیق موقعیت 

ی ابر و سایه ابر، بسیار دارای اهمیت است. به هاکسلیپ

 هاکسلیپهمین جهت، معیارهایی که بر مبنای صحت 

. در این باشندیم دارای کاربرد زیادی شوندیمتعریف 

و ضریب  F1تحقیق، دو معیار ارزیابی دقت، شامل نمره 

ی هاقیتحقاست. بر اساس  موردنظر 1شباهت ژاکارد

و ضریب شباهت  F1ی نمره ریکارگبه، [19و  18]اخیر 

ژاکارد، ارزیابی مناسبی از اعتبارسنجی نتایج در زمینه 

همچنین  .دهدیمآشکارسازی ابرها و سایه ابرها، ارائه 

( نیز برای ROC) 2ستمیعملکرد س همشخص یمنحناز 

عدد حد آستانه مطلوب . شودیمارزیابی نتایج استفاده 

                                                           
( در برخی از Jaccard Similarity Indexضریب شباهت ژاکارد ) 1 

 .شودیمشناخته  Intersection over Union (IoU)با نام  هاقیتحق
2 Receiver Operating Characteristics 
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مشخصه  یمنحن ریسطح ز نیشتریکه ب ییدر جا

موجود باشد، انتخاب می گردد. نمره  ستمیعملکرد س

F1 ،تیدقت و حساس نیب نیانگیم اریمع ینوع 

 گریدعبارت. بهدهدیرا نشان م جیآمده از نتادستبه

و  شدهینیبشیپ یهابر اساس دقت داده نیانگیم ینوع

موردنظر  یهابه کل داده شدهینیبشیپ یهانسبت داده

خطا  سیماتر ریبر اساس مقاد F1نمره  اریمعاست. 

 .شودیمحاسبه م (9رابطه ) صورتبه

2                 ( 9رابطه )
1

(2 )

TP
F

TP FP FN




  
 

تفاوت  ایشباهت  فگریتوصضریب شباهت ژاکارد، 

نسبت  اریمع نی. اباشدیموردنظر م یهامجموعه نمونه

اشتراک دو مجموعه بر تعداد اجتماع دو مجموعه را 

 ضریب شباهت ژاکارد. در حال حاضر، کندیمحاسبه م

 یابیدر ارز نانیاطمپرکاربرد و قابل یارهایاز مع یکی

ضریب شباهت . دیآیبشمار م ریصوت یبندقطعه جینتا

 (5)رابطهصورت خطا به سیماتر ریاساس مقادبر ژاکارد 

 .شودیمحاسبه م

TP                      (   5رابطه )
JSI

TP FP FN


 
 

 یهاکسلیتعداد پبیانگر  TP(، 5( و )9ی )هارابطهدر 

بیانگر  FPابر )یا سایه ابر(؛ در کلاس  ابر )یا سایه ابر(

غیر ابر )یا در کلاس  ابر )یا سایه ابر( یهاکسلیتعداد پ

غیر ابر )یا  یهاکسلیتعداد پبیانگر  FNغیر سایه ابر(؛ 

 ابر )یا سایه ابر( است.در کلاس  غیر سایه ابر(

 نتایج -8-2

(، به ترتیب نتایج بصری 1( و )2ی )هاجدول( و 5)شکل

و عددی حاصل از آزمایش صورت گرفته با استفاده 

( در مقایسه با MultiCloud-Netمعماری پیشنهادی )

( و 9. بر اساس شکل )دهدیمی مرجع را نشان هاروش

نمونه  12( ارائه شد، 9-1توضیحاتی که در بخش )

انتخاب  زیبرانگچالشمختلف برای انجام یک آزمایش 

(، بهترین مقادیر 1( و )2ی )هاجدولگردید. در 

پُررنگ  صورتبهپُررنگ، بهترین مقادیر مشابه  صورتبه

زیرخط دار  صورتبهر و دومین نتیجه مناسب زیرخط دا

 نشان داده شده است.

 یهایژگیو قیتلفو  هایژگیو بیترک، MultiCloud-Netی هاروش: نتایج ارزیابی عددی آشکارسازی ابرها با استفاده از 2جدول 

 .اسهیچندمق یکانوولوشن

 هایژگیو بیترک MultiCloud-Net روش
 یهایژگیو قیتلف

 اسهیچندمق یکانوولوشن

 (%) JSI (%) F1 (%) JSI (%) F1 (%) JSI (%) F1 معیار

 9/19 1/11 0/11 2/88 6/79 2/79 1نمونه 

 0/15 0/11 1/91 1/99 9/79 3/79 2نمونه 

 1/15 2/12 1/11 1/80 6/79 2/79 3نمونه 

 1/10 9/19 4/79 4/79 4/79 4/79 8نمونه 

 5/89 2/01 9/91 2/51 5/76 1/73 5نمونه 

 1/11 1/89 1/01 8/95 2/79 5/76 6نمونه 

 5/81 1/81 1/81 9/81 2/79 5/76 9نمونه 

 1/15 1/12 5/88 1/01 8/79 4/79 4نمونه 

 1/11 1/89 2/11 2/80 8/79 9/79 7نمونه 

 1/12 9/85 9/11 9/89 3/79 6/79 11نمونه 

 5/10 1/10 1/19 0/15 6/74 2/74 11نمونه 

 1/15 8/11 5/15 2/19 4/79 6/79 12نمونه 
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 قیتلفو   هایژگیو بیترک ،MultiCloud-Netی هاروش: نتایج ارزیابی عددی آشکارسازی سایه ابرها با استفاده از 3جدول 

 .اسهیچندمق یکانوولوشن یهایژگیو

 هایژگیو بیترک MultiCloud-Net روش
 یهایژگیو قیتلف

 اسهیچندمق یکانوولوشن

 (%) JSI (%) F1 (%) JSI (%) F1 (%) JSI (%) F1 معیار

 5/89 1/01 1/1 1/1 8/76 7/78 1نمونه 

 1/08 1/99 0/1 1/5 1/79 2/76 2نمونه 

 2/11 1/80 1/81 2/01 6/79 2/79 3نمونه 

 5/81 8/98 1/10 1/15 3/79 9/76 8نمونه 

 1/90 0/51 0/59 9/11 5/75 1/73 5نمونه 

 1/81 1/98 1/99 1/21 9/76 5/75 6نمونه 

 1/00 8/91 5/95 0/98 6/76 2/75 9نمونه 

 5/01 5/59 9/55 5/18 6/75 3/73 4نمونه 

 9/82 9/01 8/02 1/50 5/76 1/75 7نمونه 

 0/01 0/59 2/90 9/51 1/76 1/78 11نمونه 

 2/18 9/10 1/11 0/81 1/74 4/74 11نمونه 

 9/18 1/18 9/88 2/80 8/77 1/77 12نمونه 
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 یهایژگیو قیتلف و هایژگیو بی، ترکMultiCloud-Netی هاروشی ریکارگبه: نتایج آشکارسازی ابرها و سایه ابرها با 5شکل

 )سفید: کلاس ابر، خاکستری: کلاس سایه ابر و مشکی: کلاس سایر(. 1-گائوفِنماهواره  RGBبر روی تصاویر  اسهیچندمق یکانوولوشن

 لهیوسبهاز آزمایش صورت گرفته  آمدهدستبهنتایج 

الگوریتم پیشنهادی،  عنوانبه MultiCloud-Netروش 

یک الگوریتم آماری و  عنوانبه هایژگیو بیترکروش 

، اسهیچندمق یکانوولوشن یهایژگیو قیتلفروش 

یک الگوریتم یادگیری عمیق، در زمینه دقت  عنوانبه

چالش وجود ، ابرهادر آشکارسازی ابرها، سایه  هاروش

 .شوندیمو هزینه پردازش ارزیابی  در صحنه ظیمِه غل

 هنیها در زمدقت روش یابیارز -8-2-1

 ابرها یآشکارساز

 یهایژگیو قیتلف و هایژگیو بیترکی هاروش

در مواجه با ابرهایی با  اسهیچندمق یکانوولوشن

ی کوچک عملکرد مناسبی ندارند )مانند هااندازه

ی دوم، ششم، هفتم و یازدهم(. با توجه به اینکه هانمونه

برابر  1-قدرت تفکیک مکانی در تصاویر ماهواره گائوفن

متر است، آشکارسازی ابرها با اندازه کوچک بسیار  8

حائز اهمیت است. بر اساس نتایج عددی، روش 
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پیشنهادی عملکرد مناسبی در آشکارسازی ابرها با 

ی هاروشه عددی اندازه کوچک داشته است. مقایس

 مورد بررسی عبارت است از:

و  F1در معیارهای نمره  MultiCloud-Netروش  -1

نسبت به  %21و  %11ضریب شباهت ژاکارد در حدود 

 ارتقاء پیدا کرده است. هایژگیو بیترکروش 

و  F1در معیارهای نمره  MultiCloud-Netروش  -2

نسبت به  %1و  %9ضریب شباهت ژاکارد در حدود 

ارتقاء  اسهیچندمق یکانوولوشن یهایژگیو قیتلفوش ر

 پیدا کرده است.

در  اسهیچندمق یکانوولوشن یهایژگیو قیتلفروش  -1

و ضریب شباهت ژاکارد در حدود  F1معیارهای نمره 

عملکرد  هایژگیو بیترکنسبت به روش  %11و  0%

 بهتری داشته است.

 هنیها در زمدقت روش یابیارز -8-2-2

 ابرها هیسا یآشکارساز

-MultiCloudنسبت به دو روش  هایژگیو بیترکروش 

Net  اسهیچندمق یکانوولوشن یهایژگیو قیتلفو روش 

در زمینه آشکارسازی سایه ابرها عملکرد مناسبی 

ی اول، هانمونهنداشته است و در برخی موارد مانند 

دوم، پنجم، نهم و دهم،کلاس ابرها و سایه ابرها را به 

 قیتلفمیزان زیادی اشتباه شناسایی کرده است. روش 

نسبت به روش  اسهیچندمق یکانوولوشن یهایژگیو

MultiCloud-Net  ی در آشکارسازی ترفیضععملکرد

ی پنجم، هفتم و هانمونهسایه ابرهای جزئی مانند 

ی مورد هاروشایسه عددی هشتم داشته است. مق

 بررسی عبارت است از:

و  F1در معیارهای نمره  MultiCloud-Netروش  -1

نسبت به  %51و  %91ضریب شباهت ژاکارد در حدود 

 ارتقاء پیدا کرده است. هایژگیو بیترکروش 

و  F1در معیارهای نمره  MultiCloud-Netروش  -2

نسبت به  %29و  %18ضریب شباهت ژاکارد در حدود 

ارتقاء  اسهیچندمق یکانوولوشن یهایژگیو قیتلفروش 

 پیدا کرده است.

در  اسهیچندمق یکانوولوشن یهایژگیو قیتلفروش  -1

و ضریب شباهت ژاکارد در حدود  F1معیارهای نمره 

عملکرد  هایژگیو بیترک نسبت به روش %25و  21%

 بهتری داشته است.

ها در چالش وجود مِه دقت روش یابیارز -8-2-3

 در صحنه ظیغل

نمونه چهارم در این آزمایش دارای چالش وجود مِه 

در صحنه است. با توجه به اینکه، هدف از ایجاد  ظیغل

یک الگوریتم برای آشکارسازی ابرها و سایه ابرها، 

یابی عوارض پوشیده استفاده از این نتایج در مرحله باز

شده توسط ابرها و سایه ابرها است. در این آزمایش مِه 

 غلیظ در کلاس ابرها در نظر گرفته شده است.

در  MultiCloud-Netو روش  هایژگیو بیترکروش  -1

 یکانوولوشن یهایژگیو قیتلفمقایسه با روش 

. نتایج باشندیمی ترمناسبدارای نتایج  اسهیچندمق

 هایژگیو بیترکاین است که روش  دهندهنشان

یک روش آماری عملکرد مطلوبی در تمایز بین  عنوانبه

 مِه غلیظ و رقیق و سایه ابرها داشته است.

ی یادگیری عمیق، هاروشی ریکارگبههدف از  -2

دستیابی به عملکردی مشابه عامل انسانی متخصص با 

در  MultiCloud-Net. روش باشدیمکمترین خطا 

مناسبی برای  عملکرد، در صحنه ظیوجود مِه غلچالش 

آشکارسازی ابرها داشته است. همچنین سایه ابرها را 

ی شناسایی کرده توجهقابلنیز در این چالش با دقت 

 است.

 یمنحنارزیابی نتایج با استفاده از  -8-2-8

  ستمیعملکرد س همشخص

عملکرد  همشخص یمنحنو  ابهام سی(، ماتر9)شکل در

بر اساس  ش،یآزما یهانمونه یتمام یبرا ستمیس

 مورد استفاده ارائه شده است.  یهاروش
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مورد استفاده.  یهاروش کیبه تفک یشیآزما یهامربوط به تمام نمونه ستمیعملکرد س همشخص یابهام و منحن سیماتر :6شکل 

. باشدیم اسهیچندمق یکانوولوشن یهایژگیو قیتلف و هایژگیو بیترک ،MultiCloud-Netمعرف روش  بیسطر اول تا سوم به ترت

رنگ  ستم،یعملکرد س همشخصی هایدر منحن. باشندیم نهیزمپسکلاس صفر، یک و دو به ترتیب معرف کلاس ابر، سایه ابر و 

 .باشندیابر م هیابر و سا نه،یزممربوط به کلاس پس بیبه ترت یو آب سبزقرمز، 

مساحت زیر منحنی برابر  MultiCloud-Netدر روش 

، نهیزمپسبه ترتیب برای کلاس  19/1و  19/1، 10/1

 بیترکدر روش . باشدیمکلاس ابر و کلاس سایه ابر 

 00/1و  81/1، 88/1مساحت زیر منحنی برابر  هایژگیو
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، کلاس ابر و کلاس نهیزمپسبه ترتیب برای کلاس 

 یهایژگیو قیتلفدر روش . باشدیمسایه ابر 

مساحت زیر منحنی برابر  اسهیچندمق یکانوولوشن

، نهیزمپسبه ترتیب برای کلاس  81/1و  11/1، 19/1

 نیانگیم ن،یهمچن. باشدیمکلاس ابر و کلاس سایه ابر 

 یبرا بیترت بهها از روش کیهر  یکاپا برا بیضرا

 قیتلفروش  و هایژگیو بیترک ،MultiCloud-Netروش 

و  89/1، 18/1برابر  اسهیچندمق یکانوولوشن یهایژگیو

 .باشدیم 11/1

 پردازش هنیهز -8-2-5

 یهایژگیو قیتلفو روش  MultiCloud-Netبین روش 

یک روش یادگیری  عنوانبه اسهیچندمق یکانوولوشن

عمیق، محاسبه هزینه پردازش مطرح است. هزینه 

ی که برای آموزش زمانمدتپردازش عبارت است از 

و معیار آن بر  شودیممعماری یادگیری عمیق هزینه 

شده برای هر تکرار  اساس تعداد تکرار در زمان هزینه

و  MultiCloud-Netاست. هزینه پردازش برای روش 

به  اسهیچندمق یکانوولوشن یهایژگیو قیتلفروش 

مرتبه تکرار  151دقیقه در  2111و  1121ترتیب برابر 

نسبت به  MultiCloud-Net. روش باشدیمآموزش 

، حدود اسهیچندمق یکانوولوشن یهایژگیو قیتلفروش 

 دقیقه از هزینه محاسبه کمتری برخوردار است. 211

 یریگجهینت -5

ی با قدرت اماهوارهامروزه، توجه به پردازش تصاویر 

تفکیک مکانی بالا، بسیار مورد اهمیت است. یکی از 

ی مهم در زمینه آشکارسازی ابرها و سایه ابرها هاچالش

از این تصاویر و در مرحله بعد بازیابی عوارض پوشیده 

ی دقیق هانقشه لهیوسبهشده در زیر ابرها و سایه ابرها 

 هماهوار ریتصاو. باشدیمآشکارساز ابرها و سایه ابرها 

از جمله تصاویر با قدرت تفکیک مکانی بالا  1-گائوفِن

مناسب برای آشکارسازی  حلراهکه ارائه یک  باشندیم

دقیق و سریع در این تصاویر  صورتبهابرها و سایه ابرها 

 بسیار حائز اهمیت است.

 یآشکارسازرآمد برای در این تحقیق، یک روش کا

شبکه  کمبتنی بر طراحی یابرها  هیخودکار ابرها و سا

 ریاز تصاو چندمقیاسه بازگشتی-یکانوولوشن یعصب

ارائه شد. روش پیشنهادی یک روش  1-گائوفِن هماهوار

ی بر کانوولوشنی هاشبکهیادگیری عمیق و از نوع 

 نیترمهم. باشدیمیی با ابعاد مختلف، لترهایفاساس 

( آموزش 1ی روش پیشنهادی شامل: هایوآورن

در سه مقیاس مختلف بجای استفاده از  هاکسلیپ

در یک مقیاس ثابت، موجب تولید  هاکسلیپ

که به تغییرهای مقیاس، مقاوم  گرددیمیی هایژگیو

ی را در تصاویر رنگی بندقطعههستند و دقت فرآیند 

ی یک ایده جدید به نام ریکارگبه( 2. دهدیمبهبود 

، موجب بهبود هزینه محاسبه عُمق یحذف تصادفروش 

( توجه به اهمیت تابع خطا 1و دقت نتایج شده است. 

ی یادگیری عمیق، موجب توسعه تابع هاشبکهدر 

ی چند کلاسی بندقطعهخطای آنتروپی متقاطع برای 

 شده است.

نتایج تحقیق حاضر، با یک روش آماری دقیق با نام 

و یک روش یادگیری عمیق جدید با  هایژگیو بیترک

 لهیوسبه، اسهیچندمق یکانوولوشن یهایژگیو قیتلفنام 

مورد و ضریب شباهت ژاکارد،  F1معیارهای نمره 

ارتقاء  دهندهنشانمقایسه و ارزیابی قرار گرفت. نتایج 

. باشدیم MultiCloud-Netدقت روش پیشنهادی با نام 

ی موجود در تصاویر با قدرت هاروشدر حال حاضر، 

بالایی هستند، اما  نسبتاًتفکیک مکانی بالا دارای دقت 

توجه به معیارهای مناسب ارزیابی دقت و تحلیل نتایج 

بسیار اهمیت دارد )به همین  موردنظربر اساس هدف 

معیارهای مطلوب، واکاوی شدند(.  1-9علت در بخش 

درت تفکیک مکانی در این تحقیق، با توجه به اینکه ق

متر است، حتی تعداد کم  8ی مورد استفاده برابر هاداده

ی اشتباه هم حائز اهمیت است، چراکه در هاکسلیپ

مرحله بعدی بازیابی عوارض پوشیده شده در ابرها و 

. بنابراین تحلیل بهبود باشندیم موردنظرسایه ابرها 

قرار  موردبحثباید در سطح کاربرد ی قبلی هاروش

و  موردبحث 2-9که در انتهای بخش  طورهمانگیرد )ب

 مقایسه قرار گرفت(.
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موضوع بازیابی عوارض پوشیده شده توسط ابرها و سایه 

 دقت بهی اساسی و وابسته هاچالشابرها یکی از 

آشکارسازی ابرها و سایه ابرها است. در این تحقیق، 

مرحله آشکارسازی ابرها و سایه ابرها با ارائه یک روش 

صورت پذیرفت.  1-گائوفِن هماهوار ریتصاودقیق برای 

ی آینده، موضوع بازیابی عوارض بر هاقیتحقبرای 

با استفاده  1-گائوفِن هماهوارمبنای تصاویر سری زمانی 

ی دقیق هانقشهبرای تولید  MultiCloud-Netاز روش 

آشکارساز ابرها و سایه ابرها، مورد بررسی قرار خواهد 

 گرفت.

 تقدیر و تشکر

 ن،یچ   ووهاننویسندگان از پژوهشگر فرهیخته دانشگاه 

و شرکت عل وم فض ایی و فن اوری    دکتر لی  جناب آقای

این تحقی ق   یها( برای فراهم آوردن دادهCASCچین )

. ندینمایتقدیر و تشکر م ،ارزشمند یهایو سایر همکار

همچنین، از شرکت گوگل برای فراهم آوردن زیرساخت 

( ک  ه TPUگوگ ل کولَ ب و واح  د پ ردازش تنس ورفلو )    

موجب تس ریع فرآین د پ ردازش در ای ن تحقی ق ش د،       

   .شودیمی ارذگسپاس
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Abstract 

The reconstruction of the information contaminated by cloud and cloud shadow is an important step in pre-

processing of high-resolution satellite images. The cloud and cloud shadow automatic segmentation could be 

the first step in the process of reconstructing the information contaminated by cloud and cloud shadow. This 

stage is a remarkable challenge due to the relatively inefficient performance of the current methods in complex 

scenes in multispectral high-resolution satellite images. In recent years, using deep convolutional neural 

networks has largely improved the performance of cloud and cloud shadow segmentation. Increasing the 

generalization capability of cloud and cloud shadow segmentation is one of the problems of deep convolutional 

neural networks. In this paper, we focus on tackling the poor generalization performance of automatic cloud 

and cloud shadow segmentation in Gaofen-1 (GF-1) images. In this regard, we propose a deep learning multi-

scale method, founded on multi-dimension filters, for accurate segmentation of cloud/cloud shadow in single 

date GF-1 images which is based on a new multi-scale deep residual-convolutional neural network called 

MultiCloud-Net. The cloud/cloud shadow masks are extracted based on a new loss function to generate the 

final cloud/cloud shadow masks. The MultiCloud-Net was implemented in the Google Colab and was validated 

using 12 globally distributed GF-1 images. The quantitative assessments of test images show that the average 

F1 score, the average Jaccard Similarity Index (JSI), and the Kappa coefficient for cloud (cloud shadow) 

segmentation are about 97 (95.5), 96 (94.5), and 0.98, respectively. The experimental results using the GF-1 

images demonstrate a more reasonable accuracy and efficient computational cost achievement of the proposed 

method compared to the automatic cloud/cloud shadow segmentation performance of two advanced deep 

learning and statistical methods. 
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