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 چکیده

ی سطح زمین هادهیپدهای ابرطیفی به واسطه اخذ تعداد زیادی از باندهای طیفی، همواره دارای اهمیت خاصی در پایش سنجنده

های زیادی برای تلاش به حالهای ابرطیفی است که تا ی پردازشی دادههاشاخهترین ی تصاویر ابرطیفی از جمله مهمبندطبقه. باشندیم

. اندبودهی شوند همواره مورد توجه بندطبقهسبب افزایش دقت  توانندیمی بافتی به دلیل اینکه هایژگیوافزایش دقت آن صورت گرفته است. 

ن روش های مکانی از تصاویر ابرطیفی مبتنی بر برازش محلی رویه معرفی شده است. در ایدر مقاله حاضر روشی جدید برای تولید ویژگی

ی هافرم ضرایب، برازش داده شده و از ضرایب رویه شودیمی به سطح خاکستری تصویر در محدوده اطراف هر پیکسل برازش داده اهیرو

تصویر و حجم محصور در زیر رویه در ابعاد پنجره گوناگون به  خاکستری ی سطح، دیورژانس گرادیان، مساحت سطحهااساسی اول و دوم، انحنا

مکانی حاصل به کمک  -ی طیفی قرار گرفته بردار طیفیهایژگیوی مکانی پیشنهادی در کنار هایژگیو. شوندیمگی مکانی استفاده عنوان ویژ

ی این مقاله که بر روی دو تصویر ابرطیفی حقیقی از دو هاشیآزما. شودیمی بندطبقههمسایگی نزدیک و ماشین بردار پشتیبان  Kدو روش 

بندی با که دقت کلی طبقه دهدیممنطقه کشاورزی و شهری صورت گرفته است؛ نشان از برتری روش پیشنهادی دارد. نتایج نهایی نشان 

 .باشدرقیب بیشتر  هایدرصد از دقت کلی روش 7در بهترین حالت  تواندمیروش پیشنهادی 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

 مقدمه -1

زیننادی از  تعنندادی ابرطیفننی بننا اخننذ اهننسنننجنده

به ابنزاری   1تا اینفرارد باندهای طیفی از نواحی فرابنفش

هنای سنطح زمنین    ینده پدبسیار سودمند برای مطالعنه  

تبنندیل شننده اسننت. اسننتفاده از ایننن اطلاعننات طیفننی 

که امکان شناسایی عنوار  گونناگون    چند هرارزشمند 

کند اما با مشکلاتی نیز همراه است. یکی از یمرا فراهم 

ایننن مهمتننرین ایننن مشننکلات کننه در ا ننرحجم بننا ی 

آیند و از عوامنل   عات طیفی اخد شنده بوجنود منی   اطلا

بندی تصناویر ابرطیفنی اسنت    محدود کننده دقت طبقه

کنند کنه   است. این پدیده بیان منی  2پدیده بلای ابعادی

پیچیدگی یک مسأله با افزایش ابعاد داده به طور نمایی 

. حجم با ی اطلاعات طیفی اخد شنده  [1]کندرشد می

های ابرطیفی فضناهایی بنا ابعناد بنا  را     توسط سنجنده

کنند که اینن فضناها عمندتا خنالی هسنتند و      تولید می

در درجننه اول در یننک زیرفضننا وجننود    سنناختار داده

های کاهش بعد به منظور کاهش دادن . از روش[2]دارد

شنود، بنه   بعد داده به زینر فضنای بهیننه اسنتفاده منی     

طوریکه اطلاعات ارزشمند از دست نرود. به بینان دیگنر   

های کاهش بعد به منظور انتقال داده از فضنایی  از روش

با ابعاد با  به فضایی با ابعاد کمتر به منظور حل مشکل 

. یکنی از مهمتنرین   [0]شنود اده منی بلای ابعادی اسنتف 

ی کاهش بعد روش آنالیز مولفه اصلی است کنه  هاروش

ها به فضایی غینر همبسنته منتقنل    در این روش ویژگی

 شوند.  شوند و بر مبنای واریانس مرتب میمی

از سوی دیگر هنگامی که عوار  موجود رفتارهنای  

هنای طیفنی بنه    طیفی نزدیک دارند، استفاده از ویژگنی 

هنای  به دقنت ی عموماً منجر بندطبقهتنهایی در پروسه 

هنای مکنانی   . استفاده از ویژگنی [0 و 4]شودبا یی نمی

توانند اینن مشنکل را تنا     های طیفی منی در کنار ویژگی

هنای گونناگونی   تا بنه حنال روش   حدودی برطرف کند.

های مکانی پیشننهاد شنده کنه    سازی ویژگیبرای کمیّ

                                                           
1 Infrared 
2 Curse of dimensionality 

هننای مسنتخرج از منناتریس  پرکناربردترین آنهننا ویژگنی  

هنای  های بانک فیلتنر گنابور، پروفاینل   رخداد، ویژگیهم

هننای مورفولننوژی ، تبنندیل موجننک گسسننته و مینندان 

 باشد.  تصادفی مارکوف می

رخداد، هنم بنه   های مستخرج از ماتریس همویژگی

صورت کلاسیک دوبعدی و هم به صورت سه بعندی بنه   

بننندی تصنناویر سنننجش از دوری مننورد  منظننور طبقننه

. نتننایج تحقینن  شننن و [0]اسننتفاده قننرار گرفتننه اسننت

دهد که استفاده از بانک فیلتر گنابور  همکاران نشان می

شنود  های گونناگون تولیند منی   ها و جهتکه در مقیاس

هنای مکنانی   همواره توانایی با یی در اسنتخراج ویژگنی  

تحقیقننات فنناول و همکنناران و باریوسننو و   . در[7]دارد

 مورفولوژی پروفایل مفهوم بسط با همکاران، نویسندگان

 تصنناویر بننرای مورفولننوژی تبنندیلات از شننده سنناخته

 منظننور بننه سنناختاری هننایویژگننی ایننن از ابرطیفننی

. [1و  5]کردنند  اسنتفاده   ابرطیفنی  تصناویر  بندیطبقه

هننای هننای مکننانی پروفایننل دسننته دیگننر از ویژگننی 

 هسننتندکه بننا بسننط مفهننوم پروفایننل     0خصوصننیت

سازی اطلاعات اند که توانایی مدلمورفولوژی ایجاد شده

 از . اسنتفاده [15]باشنند ساختاری گونناگون را دارا منی  

 اطلاعنات  کننار  در موجنک  بنر  مبتننی  مکانی اطلاعات

کومنار و همکناران     تحقین   در موجک جنس از طیفی

 افنزایش  از تحقین   اینن  نتایج. [11]است شده پیشنهاد

 .دارد حکاینت  بنندی طبقنه  دقنت  درصندی  هفت حدود

همچنننین نسننخه سننه بعنندی روش اسننتخراج ویژگننی  

در تحقین  پرسند و همکناران بنرای اسنتخراج      موجک 

مکانی استفاده شده است که تواننایی  -های طیفیویژگی

سازی اطلاعنات مکنانی بخصنور بنرای     با یی در کمیّ

 هنای گشنتاور  از استفادهاخیراً . [12]تصاویر نویزی دارد

 تصناویر  بنندی طبقنه  دقنت  افنرایش  منظور به هندسی

 شنده  ابرطیفی در نحقین  کومنار و همکناران پیشننهاد    

 اصنلی  یهنا مؤلفنه  از ابتدا تحقی  مذکور در. [10]است

 دسنت  بنه  هندسنی  گشنتاور  اطلاعنات  ابرطیفی تصویر

                                                           
3 Attribute 
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          طبقههه بنههدی ترههاویر ابرط اههی بهها اسههتااده ا  تر  هه          
 بهنام اصغری ب رامی و مهدی مختار اده

 

 بنندی طبقنه  بنرای  طیفنی  اطلاعنات  بنا  همراه و آیدمی

در تحقین  مرنندی و    .شوندمی استفاده ابرطیفی تصویر

قاسننمیان بانننک فیلتننری جدینند مبتنننی بننر تفاضننل    

ت اسن  حسناس یرغفیلترهای گوسی که نسبت به دوران 

هننای پیشنننهاد شننده اسننت کننه در هنگننام وجننود داده

. [14]رسند هنای مطلنوبی منی   آموزشی هم نیز به دقنت 

های مکانی بنه ننام   همچنین از یکی از انواع اتوکورلیشن

بنندی  بنه صنورت محلنی و سراسنری در طبقنه      1موران

تصنناویر ابرطیفننی در تحقینن  اصننتری و مختننارزاده بننا 

   .[10]تفاده شده استموفقیت اس

های طیفنی  ویژگیبا  یمکان یژگیو نیاز ادغام چند

نیز در تحقیقاتی نظینر میزاپنور و قاسنمیان بنه منظنور      

در . [10]استفاده شده استبندی تصاویر ابرطیفی طبقه

 سیبنر گنابور، مناتر    یمبتن یمکان یهایژگیواین مقاله 

و مبننا  -قطعنه بنندی   هنم رخنداد   سیماتر،  هم رخداد

 یبنند دقت طبقنه  شیافزا یبرای مورفولوژهای پروفایل

 یمکان هایژگیو نیاستفاده شده است. ا یفیابرط ریتصاو

در  یفن یابرط ریتصناو  یپس از اسنتخراج از مؤلفنه اصنل   

بننه  یاصننل یفننیبننا اطلاعننات ط  یگوننناگون بنناتیترک

شندند.    ین تزر بانیبردار پشنت  نیماش کنندهیبندطبقه

 یشنهادیروش پ یبا  یینشان از توانا  یتحق نیا جینتا

 شیکنم در افنزا   یآموزشن  یهادر زمان وجود داده یحت

 دارد. ریتصاو یبندهدقت طبق

 یهنا منارکوف مندل   یتصنادف  یهنا دانیم یهامدل

 یمکنان  یگیهمسنا  ستمیس کیبا  هستند که یاحتما ت

 ریتصناو  یبنند در طبقنه  یاطلاعنات مکنان    ین تزر یبرا

 یهنا دانین کنه از م  یهاتمی. الگور[10]شوندیاستفاده م

در  یعمومناً سنع   کننند یسنتفاده من  منارکوف ا  یتصادف

بننه کمننک  یبننندطبقننه یهننابرچسننب یسننازدیننمق

 یمحلن  یدارنند. از الگنو   یتناب  اننرژ   کین  یسازنهیکم

تحقی  یی  مارکوف در یتصادف دانیبه همراه م ییدودو

 یفننیابرط ریتصنناو یبننندبننه منظننور طبقننه و همکنناران

از علامنت و    ین تحق نین . در ا[17]استفاده شده اسنت 

                                                           
1 Moran’s I 

بنه دسنت آوردن    یبنرا  یمحلن  ینی دودو یالگنو  یبزرگ

بنه   هین ها به همراه احتما ت اولکلاس یاحتما ت شرط

 یبنند مارکوف در فرمنول  یتصادف دانیدست آمده از م

 یبنند بنه منظنور طبقنه    2بیشینه احتمال پسین بینزی 

  استفاده شده است. یفیابرط ریتصاو

در  0هننای نمننایش تنننک روشز ا رینناخ انیدر سننال

 یفن یابرط یاهن داده یبنند طبقنه  یبنرا   یتحق نیچند

ه ب گنالیس کیها روش نی. در ا[15]استفاده شده است

از  یآموزشن  یهنا از داده تننک  یخط بیترک کیکمک 

 نینن. عملکننرد اشننودیداده منن شینمننا یکشنننرید کینن

کنه   ییبا شرکت دادن اطلاعات محتوا کنندهیبندطبقه

که  یی. از آنجاکندیم دایبهبود پ هیهمسا یهاکسلیاز پ

بنه   یادین ز زانین بنه م  هنا کنندهیبندطبقه نیعملکرد ا

 .اردد یبستگ یآموزش یکشنرید

در مقالننه حاضننر یننک چهننارچور نننوین بننرای     

مکانی تصاویر ابرطیفی پیشنهاد شده -بندی طیفیطبقه

های مکانی بنه کمنک   است. ایده اولیه استفاده از ویژگی

برازش محلی رویه در تحقی   پینت و سناهوتا بنر روی    

. در اینن روش بنا   [11]تصاویر معمولی ارائه شده اسنت 

ای توجه به ابعاد همسایگی در اطراف هر پیکسنل، روینه  

شنود و بنا   به سطح خاکستری تصنویر بنرازش داده منی   

شنود.  های مکانی تولیند منی  محاسبه انحنا سطح ویژگی

تحقی  پیش رو با بسط ایده تحقین  منذکور سنعی در    

-بنندی طیفنی  استفاده از این ویژگی بنه منظنور طبقنه   

مطالعننه  بنننا بننر ر ابرطیفننی دارد کننه  مکننانی تصنناوی 

 نویسندگان در تحقیقات پیشین مورد توجه نبوده است. 

ساختار تحقی  به این صورت است کنه در قسنمت دوم   

شود که در آن طنرز  به مبانی نظری تحقی  پرداخته می

شنود. در  های برازش روینه معرفنی منی   محاسبه ویژگی

شنرح  قسمت سوم طرح کلی تحقی  و روش پیشنهادی 

شود. در قسمت چهارم پنس از معرفنی دو داده   داده می

ها ارائه سازیابرطیفی حقیقی مورد استفاده  نتایج پیاده

                                                           
2 Bayesian maximum a posteriori (MAP) 
3 Sparse representation 
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بندی گیری و جم شده است. در قسمت آخر نیز نتیجه

 گیرد.نهایی صورت می

 مبانی نظری تحقیق -2

در این قسمت از تحقی  در ابتندا منروری  بنر روی    

هنای مکنانی انجنام منی شنود و      های تولید ویژگیروش

هنای  سپس روش پیشنهادی تحقی  بنا عننوان ویژگنی   

 شود.برازش محلی رویه شرح داده می

 های مکانیهای تولید ویژگیروش  -2-1

توان روش هنای  با بررسی دقی  پیشینه تحقی  می

های مکانی در طبقه بنندی داده هنای   استفاده از ویژگی

بنندی کنرد. دسنته اول    ابرطیفی را به چهار دسته طبقه

روش هایی هستند که به طور همزمان از ویژگنی هنای   

رهیافنت در   تنرین مهمکنند. مکانی و طیفی استفاده می

باشند کنه در   مبننا منی  -این دسته شناسایی الگو کرننل 

دسنته دوم  . [25]اندسالیان اخیر مورد توجه قرار گرفته

ی کورلیشنن  سناز مندل های هستند کنه سنعی در   روش

هنای  هنای تصنویری بنر مبننای میندان     مکانی پیکسنل 

. دسنته سنوم مربنوه بنه     [17]تصادفی منارکوف دارنند  

باشند کنه از اطلاعنات مکنانی در مرحلنه      هایی میروش

کننند. بنه عننوان نموننه در     پنردازش اسنتفاده منی   پس

تحقی  کانگ و همکاران از فیلتنر هنای حنافب لبنه بنه      

منظننور افننزایش دقننت طبقننه بننندی اسننتفاده شننده    

. دسته چهارم که روش تحقی  حاضر نینز در  [21]است

 شنود می اطلاق هاییروش مجموعه گیرد بهآن قرار می

 بنندی طبقه پروسه از قبل مکانی هایویژگی آنها در که

شوند. چنند  می تولید ویژگی استخراج مرحله یک طی و

ها در ادامه به طور مختصنر معرفنی   نمونه از این ویژگی

 شده اند.
 ایننن یکننی از مشننهورترین روش  :منناتریس همرخننداد

های بافتی است. در این روش یک پنجره تولید ویژگی

شننود و در اطننراف هننر پیکسننل در نظننر گرفتننه مننی 

شنود کنه   ماتریس همرخداد در آن پنجره ساخته منی 

نشننان دهنننده تعننداد  (i,j)هننر درایننه ایننن منناتریس 

های موجود در پنجنره منورد نظنر اسنت کنه      پیکسل

بوده و در فاصنله و زاوینه    jو iری دارای سطح خاکست

مشخصننی از یکنندیگر قننرار دارننند. پننس از محاسننبه  

ها نظیر مینانگین،  ماتریس همرخداد تعدادی از ویژگی

هنای  انحراف معیار ، هموژنیتی و ... به عننوان ویژگنی  

 شوند.بافتی استخراج می

 های مورفولوژی: مورفولنوژی ریاضنی یکنی از    پروفایل

تفاده در پردازش تصویر است که به ابزار های مورد اس

توان عوار  گوناگون موجود در تصنویر  کمک آن می

 1شان استخراج کرد. اتسناع را با توجه به شکل و اندازه

ای در موفولنوژی ریاضنی   دو عملگر پاینه  2شو فرسای

اتساع( یک تصویر بنا اسنتفاده از    \هستند. فرسایش )

شنود  یک المان ساختاری با ابعاد مشخص سنبب منی  

تنر(  کنوچکتر   تاریک \تر )که عوار  یا نواحی روشن

شننوند. دو عملگننر گشننایش و بسننتن نیننز بننا ترکیننب 

شنود کنه   های پایه فرسایش و اتساع تعریف منی روش

های مورفولوژی دارند. ای در تعریف پروفایلنقش پایه

اما باید توجه داشت از آنجایی که  عملگر هنای فنوق   

شنود کنه   از آنها سنبب منی  ، استفاده 0متصل نیستند

شننکل عننوار  اسننتخراج شننده حفننب نشننود و گاهننا 

های عوار  در هم ترکیب شوند. از این رو در پروفایل

مورفولوژی از مفهنوم گشنایش و بسنتن بنا بازسنازی      

ها عوار  موجود بنا شود که در این روشاستفاده می

شنود ینا   به ابعاد المان ساختاری یا کناملا حنذف منی   

 .    [22]شوندمیکاملا حفب 

    فیلتر گابور: در پردازش تصویر و به منظنور اسنتخراج

ور اخنذ  هنای مکنانی از فیلتنر گنابور بنه منظن      ویژگی

سننازی در هننر دو دامنننه مکننان و خصوصننیات محلننی

شننود. ایننن فیلتننر بننه صننورت فرکننانس اسننتفاده مننی

هننای کالنولوشنننی بننوده عمومننا در جهننات و مقینناس

 4شود. پاسخ ضنربه گوناگون  بر روی تصویر اعمال می

به صورت حاصل ضرر یک تاب  سینوسی فیلتر گابور 

ت بیشتر بنه  باشد. جهت اطلاعادر یک تاب  گوسی می

                                                           
1 Dilation 
2 Erosion 
3 Connected  operators 
4 Impulse response 
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          طبقههه بنههدی ترههاویر ابرط اههی بهها اسههتااده ا  تر  هه          
 بهنام اصغری ب رامی و مهدی مختار اده

 

 .[20]تحقی  ایمانی و قاسمیان مراجعه شود

 هنای هندسنی : در پنردازش تصنویر گشنتاور      گشتاور

 .شودیم( استفاده 1از رابطه ) m+nمرتبه هندسی از 

(1رابطه) 
K K

m nM = i j G i, j    m,n
i=1 j=1
                                       

ابعاد معین شده پنجره حول هنر   K( 1که در رابطه)

سطح خاکستری تصویر اسنت.   Gکاربر و  پیکسل توسط

تحقین  کومنار و همکناران     باید توجه داشت که بنا بنر 

های نهایی پس از یک مرحله اعمال فیلتر مکنانی  ویژگی

تصناویر گشنتاور    بنر روی  هنا نیانگین م اختلاف انحنراف 

 .[10]شود، استخراج میهندسی

  فیلترLawهای مکانی های تولید ویژگی: یکی از روش

است که بر مبنای یکسری فیلترهای کانولوشننی کنار   

هننای . در ایننن روش از ضننرر ترکیننب[24]کننندمننی

هنایی  گوناگون بردارهای ینک بعندی در هنم ماسنک    

 2 1]ای شوند. عموما از بردارهای سه مؤلفنه تولید می

 4 6 4 1]ای پننج مؤلفنه   و [1- 2 1-]، [ 1 0 1-]،  [1

1] ،[-1 -2 0 2 1] ،[-1 0 2 0 -1] ،[-1 2 0 2 1] ،[1 -

هننای اسننتفاده بننرای تولینند ایننن ویژگننی [1 4- 6 4

 .شودمی

 های برازش محلی رویهتولید ویژگی  -2-2

از آنجایی که مفهوم بافت تصنویر بنا ننرغ تتیینرات     

ها نسبت به مختصات در ارتباه است، به مقادیر پیکسل

تواند به خنوبی بینانگر   رسد که انحنای سطح مینظر می

سطح خاکستری تصویر . [11]مفهوم بافت تصویر باشند

توان سطحی دو بعدی در فضای سه بعدی در نظر را می

گرفت که دو محور آن شامل مختصات مکنانی و محنور   

تنوان اینن   دهند. از اینن رو منی   سوم شدت را نشان می

سطح را بنه کمنک مفناهیم هندسنه دیفرانسنیل منورد       

را در اطنراف ینک    0×0بررسی قرار داد. یک همسایگی 

د و سیسنتم مختصنات را بنه صنورت     پیکسل فر  کنی

 (:x,y( در نظر بگیرید )2رابطه )

                            (2رابطه )
    (1,3)

(2,1) (2,2) (2,3)

(3,1) (3,2) (3,3)

 1,1 1,2
         

 z(x,y)برای هر پیکسل ینک مقندار درجنه خاکسنتری     

قابنل تصنور اسنت کنه اگنر بخنواهیم آن را متننا ر بنا         

( 0طنه ) سیستم مختصات با  نشان دهیم به صنورت راب 

 آید:در می

(                                    0رابطه)
1 2 3

4 5 6

7 8 9

z z z

z z z

z z z

  

( را بنر اینن سنطح    4حال تابعی به صنورت رابطنه )  

 دهیم:خاکستری برازش می

(  4رابطه)  2 2
z x, y = ax +bxy +cy +dx +fy +g  

به منظور محاسبه ضرایب معادله فوق از تئوری کمترین 

کنیم. با در نظر داشتن طرز نمنایش  میمربعات استفاده 

( 0توان بنه صنورت رابطنه )   ماتریسی معادله فوق را می

 نمایش داد:

Z(                                           0رابطه) = XA   

( 0عبارت فوق به صورت رابطه ) ،که در فرم باز شده

 است:

(      0رابطه)

2

1 1 1 1

2

2 2 2 2

2

3 3 3 3

2

... 1

... 1

... 1
.

. . . .
.

. . . .
.

. . . .

...

.

.

1

.

n n nn

z x x y

z x x y

z x x y

z x

b

g
x

a

y

  
   
   
   
   

    
   
   
   
   

   

 

از  Aبرای به دست آوردن ماتریس مجهول ضنرایب  

 شود:( استفاده می7رابطه رابطه )

T(                            7رابطه) -1 T
A = (X X) X Z   

با توجه به اینکه شش ضریب مجهول وجنود دارد و  

دهد بنه حنداقل   هر پیکسل در همسایگی یک رابطه می

( نیاز داریم از این رو بنا  0ه  )شش نقطه برای حل معادل

اینن شنره    0×0در نظر گنرفتن حنداقل ابعناد پنجنره     

همواره برقرار است. هر نقطه بر روی سطح بنرازش داده  

( 5شده را می توان با استفاده از بردار موقعینت رابطنه )  

 نمایش داد:

(               5رابطه)   R x, y = x i +yj +z x, y k 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

و ینک نقطنه    Rموقعینت   بنا بنردار   Mنقطه فرضی 

را بنر روی   R+dRبردار موقعینت   بینهایت نزدیک به آن

فاصنله مینان اینن دو نقطنه      رویه در نظر بگیرید. بنردار 

(dR) ( بازنویسی کرد:1توان به صورت رابطه )را می 

dR(                           1رابطه) = R dx +R dyx y 

فنرم   .هستند yو  xنسبت به ها مشت  𝑅𝑦و  𝑅𝑥که 

در خنودش بنه    𝑑𝑅اول اساسی از حاصل ضرر داخلنی  

 آید.( دست می15صورت رابطه )

2( 15رابطه) 2 2
I =  dR.dR =dR = E dx +2 F dx dy +G dy   

را ضرایب فرم  Gو  E  ،Fکه در عبارت فوق ضرایب 

( 10و12و11گویند و به صنورت روابنط )  اول اساسی می

 .آیندبه دست می

                             (     11رابطه)
z 2

E =1+( )
x




  

(                                       12رابطه)
z z

F =
x y 

 

 
 

(                                  10رابطه)
z 2

G =1+( )
y




 

فرم اول اساسی بیانگر هندسه درونی سطح اسنت و  

طول مسیرها بر روی صفحه  اسبه طول خماز آن در مح

شود. باید توجه داشت کنه  و مساحت ناحیه استفاده می

مشنننتقات بکنننار رفتنننه در روابنننط فنننوق مشنننت      

,𝑧(𝑥  تاب  𝑦)       نسنبت بنه متتینر منورد نظنر در پیکسنل

 باشد.مرکزی پنجره می

تنوان  دومین فرم اساسی سطح که به کمک آن منی 

( 14رت رابطنه ) انحنای سنطح را تعینین کنرد بنه صنو     

بردار قائم بر  N این رابطه، که در  ]17[شود تعریف می

( محاسنبه  10کنه بنه صنورت رابطنه )     باشند سطح منی 

( 10( بننه رابطننه )14بننا بنناز کننردن رابطننه )شننود. مننی

 رسیم:می

 

                                                                (14رابطننه)   II = -dR.dN = -(R dx +R dy). N dx +N dyx y x y 

                                                                                                            (10رابطنه) 
R ×Rx y

 N =
R ×Rx y

   

2(                                             10رابطه) 2
II = (-R .N )dx +(-R .N - R .N )dx dy +(-R .N )dyx x x y y x y y 

دار قائم بر سطح، عمود بر بردار با توجه به این که بر

Rاست؛ پس  Rمشتقات  .N = 0x  وR .N = 0y  .است

Rگیری از طرفین با مشت  .N = 0x  وR . N = 0y 

 خواهیم داشت:

R(                        17رابطه) .N +N .R = 0xx x x 

R(                        15رابطه) .N +N .R = 0yy y y 

R(                        11رابطه) .N +N .R = 0yx x y 

R(                        25رابطه) .N +N .R = 0xy y x 

با توجه به روابط با  رابطه دومین فنرم اساسنی بنه    

 ( می باشد.21صورت رابطه )

2(            21رابطه) 2
 II = e dx +2 f dx dy +g dy 

(                                  22رابطه)

2
z

2
xe =

2
EG - F



 

(                                  20رابطه)

2
z

x y
f =

2
EG - F





 

(                                  24رابطه)

2
z

2
y

g =
2

EG - F



 

تننوان بننا در نظننر داشننتن روابننط فننوق، حننال مننی 

پینت و  های انحنای سنطح را محاسنبه کنرد. در    ویژگی

منظننور  نننوع ویژگننی انحنننای سننطح بننه  11سنناهوتا  
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          طبقههه بنههدی ترههاویر ابرط اههی بهها اسههتااده ا  تر  هه          
 بهنام اصغری ب رامی و مهدی مختار اده

 

 .[11] ((1سازی بافت معرفی شده است)جدول )کمیّ

 یقتحق روش -3

( نشان داده شده 1فلوچارت کلی تحقی  در شکل )

هنای آن  است که در ادامه به توضیح هر کدام از بخنش 

 پردازیم.  می

 

 های انحنا: ویژگی1جدول 

 نام انحنا رابطه

    
 

1
2 22 2

gE - 2Ff +Ge - gE +Ge - 2Ff - 4 eg - f EG - F

2
2 EG - F

 
   K

1 

    
 

1
2 22 2

gE - 2Ff +Ge + gE +Ge - 2Ff - 4 eg - f EG - F

2
2 EG - F

 
   K

2 

K K
1 2

 K
3 

K +K
1 2

2
 K

4 

K - K
2 1

2
 K5 

max( K , K )
1 2

 K
6 

min( K , K )
1 2

     K7 

K
1

 K
8 

K
2

 K
9 

K +K
9 8

2

 K
10 

-K K
9 8

2

 K
11 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

 
: فلوچارت کلی تحقیق1شکل 

 

بنه عننوان ینک روش     (PCA)1تبدیل مؤلفنه اصنلی  

نشده استخراج ویژگی را شاید بتنوان بنه عننوان    نظارت

هنای  تنرین روش ترین و در عین حال مهنم یکی از ساده

در این مقاله از این روش استخراج ویژگی به شمار آورد. 

 .های طیفی اسنتفاده شنده اسنت   برای استخراج ویژگی
مؤلفنه اول کنه دارای    nاز  PCAپس از اعمنال تبندیل   

های طیفی درصد واریانس هستند به عنوان ویژگی1/11

 دین کنه تول  ییاز آنجنا همچننین،    استفاده شنده اسنت.  

از  یفن یابرط ریتصنو  یاز تمام بانندها ی مکانی هایژگیو

 یمکان یهایژگیتعداد و ادیز اریبس شیسبب افزا ییسو

اسنت،   ادیمستلزم صرف زمان ز گرید یو از سو یدیتول

 یفن یابرط ریتصو یمرحله کاهش بعد بر رو کیدر ابتدا 

 لیاعمال شده است. در مقاله حاضنر از مؤلفنه اول تبند   

 یهنا یژگن یو دیبه منظور تول  (MNF)2کسر نویز کمینه

هنای  در مقاله حاضنر ویژگنی   .استفاده شده است یمکان

                                                           
1 Principal component Analysis  
2 Minimum noise fraction  

زش داده مکانی استخراج شده شامل ضنرایب روینه بنرا   

هنای اساسنی اول و دوم ، انحناهنای    شده، ضرایب فنرم 

سطح، دیورژانس گرادیان، حجم محصور در زیر روینه و  

مساحت سطح خاکستری است. طریقه محاسبه ضرایب 

هنای اساسنی اول و دوم و انحناهنای سنطح     رویه و فرم

معرفی شد. در ادامنه بنه معرفنی     2-2پیشتر در قسمت

ینان، حجنم محصنور در زینر     سه ویژگی دیورژانس گراد

رویه و مساحت سطح خاکستری که در تحقین  حاضنر   

انند،  سازی بافت پیشنهاد شنده های کمیبه عنوان روش

 پردازیم.می

دیورژانس گرادیان با استفاده از ضنرایب بنه دسنت     

شنود  ( محاسنبه منی  20آمده سطح به صنورت رابطنه )  

[20]: 

        (20رابطه)       div grad z x, y = 2 a +c   

همچنین حجم محصور در زیر سطح بنرازش داده شنده   

دوگاننه نمنایش داده    توان به کمک مفهوم انتگرالرا می

 :[20]( محاسبه کرد20)شده در رابطه
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          طبقههه بنههدی ترههاویر ابرط اههی بهها اسههتااده ا  تر  هه          
 بهنام اصغری ب رامی و مهدی مختار اده

 

 

(                       20رابطه) 
kernelsize

z x, y dxdy

x,y=1
∬ 

مساحت سطح خاکسنتری نینز بنه عننوان آخنرین      

ویژگننی تولینندی در ایننن مقالننه در نظننر گرفتننه شننده  

خواهیم بعند مسناحت   در نظر بگیرید که می. [27]است

ی بنا ابعناد مشنخص    سطح خاکستری را در یک پنجنره 

به کنیم. این پنجره بنه وسنیله   سحول یک پیکسل محا

مانننند  1×1یننک سننری مربنن  هننای پوششننی بننا ابعنناد 

 شود.( پوشش داده می2شکل)

در هننر مربنن  کوچننک بننا اسننتفاده از مقنندار ارتفنناع    

( مقنندار ارتفنناع A,B,C,D) ,هننای چهننار گوشننهپیکسننل

 .((0)شود )مطاب  شکلدرونیابی می(A)پیکسل مرکزی 

های سنه بعندی بنرای چهنار     با استفاده از مختصات

یابی شده، مسناحت  گوشه و یک نقطه میانی درون نقطه

با یی در هر مرب  کوچک از حاصنل جمن  چهنار     رویه

شود. در یک مثلث سه بعدی فرضنی  مثلث محاسبه می

و ضننننل   Cو  Bو  Aهننننای مثلننننث بننننا اساگننننر ر

AB=(𝑥1, 𝑥2, 𝑥3)  وAC=(𝑦1, 𝑦2, 𝑦3)  نمننننننایش داده

 ( محاسبه می شود.27مساحت توسط رابطه) شود،

 

 
 [22] پوششی های مربع قرارگیری طرز: 2شکل

 

 
[22] گوشه پیکسل های از استفاده با مرکزی پیکسل یابی درون:  3شکل 

 

 

                                  (        27رابطه)     
2 2 21

S = x . y - x . y + x . y - x . y + x . y - x . y
2 3 3 2 3 1 1 3 1 2 2 1

2
 

بنرای محاسنبه    1رابطنه سنه بعندی هنرون    در واق  

از حاصل جم  می باشد. ( 27مساحت به صورت رابطه )

تنوان بنه تقریبنی از    مساحت رویه هر مرب  کوچک منی 

                                                           
1 Heron 

 مساحت رویه کلی رسید.

های مکانی فنوق در هنر انندازه    پس از تولید ویژگی

پنجره، یک فیلتر انحراف معیار استاندارد برای استخراج 

شنود کنه بنه صنورت     های نهایی به کار برده منی ویژگی

 ( تعریف می شود:25رابطه )
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

(                      25رابطه)
N1 2 S = A -μi

N -1 i=1
 

تعنداد پیکسنل هنای موجنود در      Nفنوق،  در رابطه 

مقننادیر درجننات   𝐴𝑖پنجننره اطننراف هننر پیکسننل و    

میانگین مقادیر پیکسنل هنا     𝜇 و خاکستری هر پیکسل

در هر پنجره می باشد. باید توجه داشت کنه ابعناد اینن    

در نظر گرفته شده بنرای   فیلتر لزوما برابر با ابعاد پنجره

لی در مقاله حاضر اینن  های مکانی نیست وتولید ویژگی

 اند.  ها برابر در نظر گرفته شدهابعاد پنجره

در مجمنوع از آنجننایی کنه روش اسننتخراج ویژگننی   

مکانی ارائه شده در این مقاله که از اینن بنه بعند آن را    
1LSFFs نامیم، یک روش پنجره مبنا است، می توان می

د. های گوناگون تولید کنر ها را در ابعاد پنجرهاین ویژگی

 0ویژگی مکانی شامل  20در مجموع در هر ابعاد پنجره 

ضریب فنرم اساسنی اول و    0ضریب برازش محلی رویه، 

 1ویژگی دیورژانس گرادینان،   1ویژگی انحنا ، 11دوم ، 

ویژگی مساحت رویه استخراج  1ویژگی انتگرال سطح و 

هایی بنا  ها در پنجرهشود. در مقاله حاضر این ویژگیمی

شنوند  تولیند منی   21×21و  10×10و  1×1و  0×0ابعاد 

شننود. بننردار ویژگننی تولینند مننی 154کننه در مجمننوع 

های طیفی و مکانی تولید شده در کننار یکندیگر   ویژگی

کنننده داده  بنندی گیرند و بردار حاصل به طبقهقرار می

ترین دو بردار ویژگی یکی از ساده 2شود. روش الصاقمی

ر تحقیقات گوناگونی های تلفی  ویژگی است که دروش

 .[10]مورد توجه بوده است

 نتایج تجربی و بحث -4

ی ابرطیفی ی  در ابتدا دو دادهدر این قسمت از تحق

شود. پس ها معرفی میطبیعی مورد استفاده در آزمایش

از آن نکات  زم در تنظیم پارامترهنای تا یرگنذار روش   

تحت زیربخشی با نام ملاحظات پیاده سازی آورده شده 

است. در دو زیر بخش انتهایی نینز نتنایج و آننالیز آنهنا     

 ارائه شده است. 

                                                           
1 Local surface fitting features 
2 Stacking 

 ای مورد استفادههداده  -4-1

اخنذ   ریتصنو  مقالنه  نیمورد استفاده در ا داده نیاول

 نینند یاز منطقه ا 0اویریسهوابرد  شده توسط سنجنده

متحنده   ا تین در ا اناینند یا التیا یدر شمال غرب 4پاین

با حد  ریتصو نیاست. ا 1112ژوئن  12 خیدر تار کایآمر

و  کسلیپ 140×140ابعاد  یمتر دارا 25 یمکان کیتفک

بنا   کرومتنر یم 0/2تنا   4/5در محندوده   یفیطباند  224

 نین سنوم ا -. حندود دو باشند ینانومتر من  15باند  یپهنا

سنوم آن را جنگنل و   -کیو  یرا مناط  کشاورز ریتصو

 یننواح  ریتصنو  نین در ا نیدر برگرفته است. همچن اهیگ

 یهنا و جناده  هین و دو اتوبنان دو    لیخط ر ،یساختمان

بانند در   24 ف. بنا حنذ  خنورد یبه چشم من  زین یکوچک

-154] یهنا بخنار آر بنا شنماره    یجنذب  یهنا محدوده

 ماننده یباند بناق  255 هیاز بق 225[, 105-100[, ]155

 نین پژوهش اسنتفاده شنده اسنت. ا    نیا یهادر پردازش

ذرت،  رین نظ یاهنان یمنطقه شنامل شنانزده کنلاس از گ   

در اینن تصنویر بنه    اسنت.   رهین علنف و گنندم و غ   ا،یسو

ای مختلف گیاهی با امضاهای طیفنی نزدینک بنه    هگونه

ی ذرت و سننویا وجننود دارد کننه کننار هنناکننلاسهننم از 

 یبنه طنور کلن    ریتصو نیاکند. یمبندی را مشکل طبقه

مختلنف   یهنا پوشنش  یندارد و فاصله مکان یابعاد بزرگ

 یهاکسلیموضوع تعداد پ نیکم است که ا اریبس ینیزم

بنا چنالش   را  یبنند و طبقنه  دهند یم شیرا افزا ختهیآم

از  یاسنت کنه در برخن    نیا گری. مشکل دکندیم مواجه

هنا  کنلاس  یکم و در برخ اریبس کسلیها تعداد پکلاس

کنه   یاست. با توجه به نکنات  ادیز اریبس هاکسلیتعداد پ

داده همواره در سننجش از دور   نیا یبندذکر شد طبقه

بنندی اینن   ؛ از اینن رو طبقنه  بنوده اسنت   زیبرانگچالش

تواند یک محک جدی برای روش پیشننهادی  صویر میت

 ینن یزم قنت ینقشه حقو کاذر  یرنگ بیترک کباشد. ی

سننجش از دور دانشنگاه    شنگاه یتوسط آزماکه داده  نیا

 ( نشان داده شده است.4)در شکل تهیه شده است پردو

                                                           
3 AVIRIS 
4 Indian Pines 
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          طبقههه بنههدی ترههاویر ابرط اههی بهها اسههتااده ا  تر  هه          
 بهنام اصغری ب رامی و مهدی مختار اده

 

از شننمال  0رسننیس توسننط سنننجنده  زینننتصننویر دوم 

اخنذ شنده    015×045در ابعناد   این و دانشنگاه پاو  ایتالیا

در  یفننیباننند ط 100 یمننذکور دارا اسننت. سنننجنده 

 12. پس از حذف باشدینانومتر م 505تا  405محدوده 

  یننتحق نینندر ا ماننندهیباننند بنناق 150از  یزیباننند نننو

 1,0 ریتصنو  نین ا یانمک کیاستفاده شده است. حد تفک

و  هیمانند آسنفالت، سنا   یکلاس اطلاعات 1 یمتر و دارا

 لین به دل ریتصو نیا یبند. طبقهباشدی... مخاک لخت و

 یتودرتنو  یو ننواح  یشنهر  دهین چیپ یهنا وجود کلاس

 کناذر  یرنگ بیبا ترک ریاست. تصو زیبرانگچالش یمکان

دهنننده داده کننه نشننان نیننا ینننیقننت زمیو نقشننه حق

شنده   داده شینما (0)ها است در شکلکلاس یپراکندگ

 است. 

 
 ب                                         الف                       

نقشه حقیقت زمینی -تصویر ترکیب رنگی کاذب  ب -داده ایدین پاین  الف :4شکل 

 
 الف                                                  ب

ینیزم قتیحق نقشه -ب  کاذب یرنگ بیترک ریتصو -الف  دانشگاه پاویا داده :5شکل 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

 سازیملاحظات پیاده  -4-2

مکانی تولید شده بر مبنای روش  -بردار های طیفی

بنندی نزدیکتنرین   پیشنهادی در ادامه به دو روش طبقه

  (SVM)2و بنردار ماشنین پشنتیبان    (KNN) 1همسایگی

شننوند. بننه منظننور انجننام ایننن روش هننای    داده مننی

استفاده شده است.  2016bبندی از نرم افزار متلب طبقه

از کرننل کیوبینک اسنتفاده     SVMکنننده  بندیهدر طبق

حقیقت زمیننی در   %15و  %0در این مقاله  شده است..

ی آموزشنی  دو تصویر به طور تصنادفی بنه عننوان داده   

های حقیقنت زمیننی بنه    انتخار شدند و الباقی پیکسل

هننای تسننت بننرای ارزیننابی نهننایی دقننت عنننوان نمونننه

کنننده  بندیطبقهبندی انتخار شدند. پارامترهای طبقه

SVM  و تکنینک کنراس    0با روش جست و جوی شنبکه

انند. در اینن تکنینک    اتخار شنده  4ولیدیشن پنج دسته

دسته با تعداد برابر تقسیم می شوند  0داده آموزشی به 

 55) 0ی آمنوزش  که چهار دسته از آنها به عنوان دسته

 25دسنته آن )  1درصد داده آموزشی انتخنار شنده( و   

 یآموزشی انتخار شنده( بنه عننوان دسنته     درصد داده

. باید در نظر داشت [21]در نظر گرفته می شوند 0تست

های موجنود در حقیقنت زمیننی )کنل     که الباقی نمونه

های آموزشی( به عننوان داده تسنت   نمونه ها بجز نمونه

انند و وارد پروسنه   تنها برای ارزیابی نهایی انتخار شنده 

فضای جست و جنو   اند. همچنینکراس ولیدیشن نشده

SVM  [2−5بنندی در طبقنه  Cبنرای پنارامتر گامنا و     −

در نظر گرفته شده اسنت. از سنه روش دقنت کلنی     [25

بندی، ضریب کاپا و دقت متوسط به برای ارزینابی  طبقه

)به منظنور   کننده استفاده شده استبندیعملکرد طبقه

 (. ]10 [ها رجوع شود به  بررسی روابط این روش

به منظنور ارزینابی روش کنارایی روش پیشننهادی،     

                                                           
1 K-nearest neighbour  
2 Support vector machine  
3 Grid search 
4 5-fold cross validation  
5 Training fold 
6 Testing fold 

مقایسنه شنده اسنت کنه     این روش با شش روش رقیب 

های طیفی و پنج روش دیگنر  یکی از آنها تنها با ویژگی

مکانی هستند. باید توجنه داشنت   -های طیفیروش جزء

هنای آموزشنی و تسنت    داده هنا شیآزمنا که در تمنامی  

هنا در زینر معرفنی    یکسان بوده است. پارامتر اینن روش 

 است: شده

ر عنوان : همانطور که پیشت(Spec)7های طیفیویژگی( 1

شد به دلیل وجود باندهای همبسته و اضافی در تصاویر 

های طیفی از تبدیل ابرطیفی یه منظور استخراج ویژگی

PCA    اسنتفاده شند و ازn   1/11مؤلفننه اول کنه شننامل 

هنای طیفنی اسنتفاده    واریانس هستند به عنوان ویژگنی 

بانند   01شود. در تصویر ایندین پاین این تعداد برابر می

باننند  10صننویر دانشننگاه پاویننا ایننن تعننداد برابننر و در ت

 باشد.می

: در اینن  (GLCM) 5های ماتریس هم رخنداد ویژگی( 2

ویژگننی مسننتخرج از منناتریس هننم رخننداد بننا   5روش 

ی میننانگین، واریننانس، همننوژنیتی، کنتراسننت،  هننانننام

آنتروپی، عدم شباهت، کورلیشن و گشنتاور مرتبنه دوم   

و  10×10و  1×1و  0×0ره ( در ابعاد پنج1و1با شیفت )

ویژگننی  02کننه در مجمننوع  شننوندیمننتولینند  21×21

 شود.استخراج می

: بنرای تولیند اینن    (MP) 1هنای مورفولنوژی  پروفایل( 0

از عملگرهای مورفولوژی باز کردن و بستن با  هالیپروفا

 1ی هااندازهبازسازی با المان ساختاری دیسک شکل با 

هنای تولیند   . تعنداد ویژگنی  [10]شوداستفاده می 20تا 

   باشد.می 05شده در این روش 

: بنه منظنور   (gab) 15های باننک فیلتنر گنابور   ویژگی( 4

ت ارائه شنده  های بانک فیلتر گابور از رهیافتولید ویژگی

. [05]استفاده شده اسنت  و قاسمیان تحقی  میرزاپوردر

𝑁𝑑در اینننننن روش  = 4 ،𝑁𝑠 = 6،𝑈ℎ = 0.49  ،𝑈𝑙 =

ویژگنی   24در نظر گرفته شده است و در مجموع  0.01

                                                           
7 Spectral features 
8 Gray level co-occurrence matrix  
9 Morphological Profiles 
10 Gabor filter bank  
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 گابور تولید شده است.

: در این روش (gmom) 1های گشتاور هندسیویژگی( 0

و همکنناران ارائننه شننده اسننت  کننه در تحقینن  کومننار 

ی هنا پنجنره گشاورهای هندسی تا مرتبه سوم در ابعناد  

. [10]شننودتولینند مننی 21×21و  10×10و  1×1و  0×0

 باشد.می 45ها مجموع تعداد این ویژگی

هنای تولیند   (: در اینن روش ماسنک  LF) Lawفیلتر ( 0

های گوناگون بردارهای یک بعندی  شده از ضرر ترکیب

ویژگننی بننا  1شننوند. بننه طننور کلننی در هننم تولینند مننی

های پنج ویژگی با ماسک 20ای و های سه مولفهماسک

 04شنود کنه در مجمنوع اینن روش     ای تولید میفهمول

 شود.ویژگی تولید می

 آنالیز نتایج  -4-3

ی مختلف هاروشهای مکانی با یژگیوپس از تولید 

گیرند و یمهای طیفی قرار یژگیوها در کنار یژگیواین 

کننده یبندطبقهمکانی حاصل به کمک دو -بردار طیفی

KNN  وSVM ه منظنور بررسنی   شوند. بن یمی بندطبقه

ی آموزشی، دو انندازه  هادادهبه تعداد  هاروشحساسیت 

های حقیقت زمینی را یکسلپاز کل  %15و  %0مختلف 

ینم و از البناقی   ادادهقرار  مدنظرهای آموزشی برای داده

داده تست استفاده  عنوان بههای حقیقت زمینی یکسلپ

 یم.  اکرده

اینندین پناین    بندی برای دادهنتایج حاصل از طبقه

( نمنایش داده شنده اسنت. همنانطور کنه      2در جدول )

بندی تنها با اطلاعات طیفی به نتایج مشهود است طبقه

نسبتا ضعیفی منجر شده است که این به علت نزدیکنی  

های مختلف است. همچنین بنا  رفتار طیفی میان کلاس

کنننده  بندیتوان دید که طبقهمی Specتوجه به ستون 

SVM  های طیفی بهتنر از  بندی ویژگیطبقهبرایKNN 

عمل کرده است. در این داده اضنافه شندن هنر ینک از     

بنندی  ویژگی های مکانی سبب افزایش دقت کلی طبقه

( و  11و 1و 5و  7و 0و 0هنننای  شنننده است)سنننتون  

Spec+LSFFs  بنندی  بجز در حالت طبقنهSVM   0بنا% 

                                                           
1 Geometric moment  

شده اسنت در بناقی    MPداده آموزشی که متلور روش 

الت همواره پیشرو بوده است. از اینن رو در اینن داده   ح

و  Spec+MPروش  Spec+LSFFsتننرین رقیننب جنندی

در مراتننب   Spec+gmomو Spec+GLCMهننای روش

برای  Specبعدی قرار دارند. در این داده بر عکس روش 

نسبت بنه   KNNکننده بندیطبقه Spec+LSFFsروش 

SVM .عملکرد بهتری داشته است 

بندی برای داده دانشنگاه پاوینا   صل از طبقهنتایج حا

( نمننایش داده شننده اسننت. در ایننن داده 0در جنندول )

عملکنرد بهتنری    SVM کنننده یبنند طبقنه کلی  طوربه

داشنته اسنت. همچننین اضنافه کنردن       KNNنسبت به 

گاهنا در برخنی منوارد    ی طیفی هایژگیوبه  LFویژگی 

ه سبب افزایش دقت نشده است، این درحنالی اسنت کن   

. روش انند کنرده عمل  تردر این مورد موف  هاروشباقی 

Spec+LSFFs داده  %0ی بننندطبقننهدر حالننت  جننزبننه

شنده اسنت در    Spec+MPآموزشی کنه متلنور روش   

موف  بوده است. البته بایند توجنه داشنت     هاحالتبقیه 

در  %0کننه ضننریب کاپننا هننر دو روش بننرای حالننت     

در اینن داده   ست.یکسان بوده ا باًیتقر SVMی بندطبقه

 LSFFsرقینب   نیتریجدنیز همانند داده ایندین پاین 

اسنننت. بنننا مقایسنننه عملکنننرد هنننر دو      MPروش 

تنوان بنه اینن نتیجنه     کننده در این داده میبندیطبقه

 %15در حالنت   SVMو  KNNرسید که اخنتلاف دقنت   

در داده  KNNزیاد نیست و با توجنه بنه عملکنرد بهتنر     

کننده نسبت بندیا تر این طبقهایندین پاین و سرعت ب

 KNNکنننده  بنندی توان گفت که طبقنه ،  می SVMبه 

ی بنا  بنند طبقنه ی بنرای  تنر صنرفه  بنه انتخنار مقنرون   

.اسنننننننت  LSFFs هنننننننایویژگنننننننی
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

 بندی برای تصویر ایندین پاین: دقت طبقه2جدول

Spec+
LSFFs 

LSFF
s 

Spec+L
F 

Spec+g
mom Spec+gab Spec+MP Spec+GLCM Spec 

یابی ارز

کننده 

 دقت

بندیطبقه

 کننده

داده 

 آموزشی

12/23 02/71 15/02 50/02 00/04 21/00 50/00 00/45 AA 

KNN 

0% 

69/22 00/50 70/00 21/01 10/00 50/75 10/07 10/04 OA 

29/0 50/5 01/5 00/5 01/5 00/5 00/5 45/5 k 

50/05 5/02 10/45 01/41 75/00 59/92 51/00 00/45 AA 

SVM 55 15/71 12/07 00/75 00/74 22/22 21/77 55/07 OA 

77/5 77/5 00/5 00/5 71/5 20/0 74/5 00/5 k 

26/26 0/57 00/07 72 45/01 75/01 12/71 57/02 AA 

KNN 

15% 

24/63 11/12 1/01 40/70 17/72 17/70 21/74 10/01 OA 

62/0 12/5 00/5 70/5 05/5 70/5 71/5 00/5 k 

31/12 00/52 04/00 14/05 70/05 71/75 05/00 52/00 AA 

SVM 
33/

22 

70/11 
10/70 11/75 05/75 07/50 77/51 15/71 OA 

22/0 11/5 01/5 70/5 70/5 50/5 71/5 05/5 k 

 
 بندی برای تصویر دانشگاه پاویا: دقت طبقه3جدول 

Spec+LS
FFs 

LSFFs Spec+LF 
Spec+gm

om Spec+gab Spec+
MP 

Spec+GL
CM Spec 

روش 

 ارزیابی

بندیطبقه

 کننده

داده 

 آموزشی

10/10 07/51 75/55 00/54 55/51 15/69 01/54 55/54 AA 

KNN 

0% 

15/10 57/14 01/50 51/55 41/11 02/62 10/57 45/57 OA 

10/5 12/5 77/5 50/5 55/5 69/0 52/5 50/5 k 

16/69 0/50 02/55 11/12 10/10 15/10 44/14 12/75 AA 

SVM 00/17 40/11 05/11 27/14 20/10 49/62 15/10 12/11 OA 

69/0 51/5 51/5 12/5 10/5 69/0 14/5 55/5 k 

21/62 14/10 57/50 25/12 01/10 00/10 01/10 07/50 AA 

KNN 

15% 

92/62 51/17 04/50 42/14 11/14 00/17 10/17 11/55 OA 

62/0 17/5 55/5 12/5 12/5 17/5 10/5 50/5 k 

29/62 14/12 22/11 40/14 04/10 55/10 70/10 40/15 AA 

SVM 23/62 10/10 71/10 25/10 50/10 55/15 15/17 14/12 OA 

62/0 10/5 12/5 10/5 10/5 17/5 10/5 11/5 k 

( کنه  0و 2با توجه به سنتون دهنم هنر دو جندول)    

هنای مکنانی   بنندی تنهنا بنا ویژگنی    بیانگر دقنت طبقنه  

LSFFs   سنت و مقایسنه آن بنا سنتون چهنارم یعننی       ا

تنوان بنه اینن    های طیفی منی بندی تنها با ویژگیطبقه

بنننندی تنهنننا بنننا نتیجنننه رسنننید کنننه دقنننت طبقنننه

بننندی بننا تر ار دقننت طبقننه     LSFFsهننایویژگننی

های طیفی است کنه اینن خنود بینانگر اهمینت      ویژگی

 بنندی هنای مکنانی در طبقنه   با ی اسنتفاده از ویژگنی  

های ابرطیفی اسنت. همچننین بنا مقایسنه سنتون      داده

LSFFs    وSpec+LSFFs تننوان فهمینند کننه در  مننی
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ها ترکیب دو ویژگی طیفنی و مکنانی بنه    ی حالتعمده

بنندی تنهنا بنا    سطوح با تری از دقت نسبت بنه طبقنه  

 .رسدهای مکانی میهای طیفی یا تنها با ویژگیویژگی

هنای بنه دسنت    دقنت ( به طور خلاصه بهترین 0شکل )

های آموزشنی  داده %15های مختلف برای آمده از روش

بنندی شنده   دهد. همچننین تصناویر طبقنه   را نشان می

های مختلنف نینز در مقایسنه بنا تصنویر حقیقنت       روش

( نمنایش  5و  7زمینی برای دو داده به ترتیب در شکل)

 داده شده است.

  

 
داده آموزشی %10صویر با خلاصه ای از نتایج طبقه بندی دو ت :9شکل 

 

    
Spec+MP Spec+GLCM Spec Ground truth 

    
Spec+LSFFs Spec+LF Spec+gmom Spec+gab 

 

 بندی شده حاصل از روش های مختلف برای داده ایندین پاینتصاویر طبقه :2شکل 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی پژوهشی 

 1399تابستان  دوم شماره   ال هشتمس

 

    
Spec+MP Spec+GLCM Spec Ground truth 

    
Spec+LSFFs Spec+LF Spec+gmom Spec+gab 

بندی شده حاصل از روش های مختلف برای داده دانشگاه پاویاتصاویر طبقه :2شکل 
 

 آنالیز زمان پردازش  -4-4

هنای  در این قسمت زمان  زم بنرای تولیند ویژگنی   

هننای مختلننف بررسننی شننده اسننت.    مکننانی در روش

در   2510های مختلف در محیط نرم افزار متلنب  روش

 ®Intel سیستم کامپیوتری با مشخصات سنی پنی ینو    

Core™ Quad Q6700   4مگاباینت و   5با میزان کنش 

( زمنان  4انند. جندول )  گیگابایت رم پیاده سنازی شنده  

هنای  سپری شده بر حسنب  انینه بنرای تولیند ویژگنی     

های مختلف برای تصویر ایندین پناین را  مکانی در روش

 دهد.نشان می

 صرف شده  برای تولید ویژگی های مکانی :  زمان4جدول 

LSFFS LF GMOM GAB MP GLCM روش 

  (S) زمان 2/235 42/1 92/0 9/45 12/0 35/92

های می توان دریافت که تولید ویژگی ( 4از جدول)

های مرفولوژی، فیلتر گابور و های پروفایلمکانی با روش

بنا   نیازمند زمان بسنیار کمتنری در مقایسنه    Lawفیلتر 

است. علت این مسأله  GLCMو  LSFFs ،gmomروش  
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گنردد. بنه   های مذکور برمنی های ماهیتی روشبه تفاوت

بنه صنورت کانولوشننی     Lawعنوان نمونه، روش فیلتنر  

شود که خود در مقایسه بنا روشنی نظینر روش    اجرا می

LSFFs   شنود، از  پنجنره مبننا اجنرا منی     که بنه صنورت

با توجه به جندول فنوق    سرعت با تری برخوردار است.

 %74از لحنا  زمنانی    LSFFSتوان گفنت کنه روش   می

است  gmomکندتر از  %27و تنها  GLCMبهتر از روش 

 در هنر پنجنره  بنا تر   که علت آن نیز حجنم محاسنبات  

 .است gmomنسبت به روش 

 گیری و پیشنهاداتنتیجه -5

هنای  یژگنی ودر این مقاله روشی نوین بنرای تولیند   

بندی مبنای برازش محلی رویه به منظور طبقهمکانی بر 

ها شنامل  تصاویر ابرطیفی معرفی شده است. این ویژگی

هنای اساسنی اول و   ها، ضنرایب فنرم  ضرایب رویه، انحنا

دوم، دیننورژانس گرادیننان، حجننم محصننور زیننر رویننه و 

مساحت سنطح خاکسنتری تصنویر هسنتند. عنلاوه بنر       

پیشین بنرای  های انحنای سطح که در تحقیقات ویژگی

آنالیز بافت تصاویر پیشنهاد شده است، در مقالنه حاضنر   

ی هافرماز خود ضرایب رویه برازش داده شده و ضرایب 

هنای مکنانی   اساسی اول و دوم نینز بنه عننوان ویژگنی    

استفاده شده اسنت. همچننین سنه ویژگنی دینورژانس      

گرادیان، حجم محصور در زینر روینه و مسناحت سنطح     

های مکانی جدیند در  عنوان ویژگی خاکستری تصویر به

مقاله حاضر پیشنهاد شنده اسنت. در ننوآوری دیگنر در     

ها در ابعاد گوناگون پنجنره  مقاله حاضر کلیه این ویژگی

تولید شدند و عملکنرد آنهنا در    MNFاز باند اول تبدیل 

طبقه بندی تصاویر ابرطیفی هنم بنه تنهنایی و هنم در     

از ویژگنی  شده است.های طیفی بررسی ادغام با  ویژگی

های پیشنهادی این مقالنه در طبقنه بنندی دو تصنویر     

ابرطیفی واقعی، در مورد اول از یک منطقه کشاورزی با 

حد تفکیک مکنانی متوسنط و دیگنری از ینک منطقنه      

شهری با حد تفکیک با  استفاده شده است. همچننین  

هننای پیشنننهادی در افننزایش دقننت   عملکننرد ویژگننی 

هنای  روش دیگنر اسنتخراج ویژگنی    بندی بنا پننج  طبقه

مکانی مقایسه شده است و نتایج نهایی نشنان از برتنری   

هنای منورد آزمنایش    ی حالتروش پیشنهادی در عمده

تنرین رقینب روش پیشننهادی را    دارد. همچنین جندی 

هنای مورفولنوژی دانسنت کنه دقنت      تنوان پروفاینل  می

داده  %15بننندی بننا روش پیشنننهادی )بننا فننر  طبقننه

درصد و در تصویر دوم حدود  7( در تصویر اول آموزشی

 درصد بیشتر از آن است.  1

تنوان عملکنرد ترکیبنی روش    در تحقیقات آتی منی 

هنای مکنانی را بنه منظنور     پیشنهادی بنا دیگنر ویژگنی   

داشنت. همچننین    مندنظر هنای بنا تر   رسیدن به دقنت 

بنه منظنور تولیند     MNFهنای بیشنتر   استفاده از مولفنه 

هنای  بیشتر با هدف رسیدن به دقت LSFFsهای ویژگی

با تر و ارائه روشی به منظور مندیریت ابعناد بردارهنای    

 ویژگی تولید شده نیازمند تحقیقات بیشتر است.
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Abstract 

 

Hyperspectral sensors are important tools in monitoring the phenomena of the Earth due to the acquisition of a 

large number of spectral bands. Hyperspectral image classification is one of the most important fields of 

hyperspectral data processing, and so far there have been many attempts to increase its accuracy. Spatial 

features are important due to their ability to increase classification accuracy. In the present paper, a new method 

is proposed for the spatial features generation of hyperspectral images based on local surface fitting technique. 

In this method, a surface is fitted to the gray level intensity of the image in the local window around each pixel, 

and the fitted coefficients, the coefficients of the first and second fundamental forms, curvatures, divergence of 

the gradient, the area of the gray level intensity of the image and the volume enclosed below the surface are 

produced in the various window sizes as spatial features. Proposed spatial features stacked with spectral 

features and form the spectral-spatial vector. this rich spatial-spectral vector is classified with K-nearest 

neighbor and support vector machine classifiers. The experiments of this paper that are conducted on two real 

hyperspectral images in agricultural and urban areas show the superiority of the proposed method. The final 

results show that the overall accuracy of the proposed method in the best case is 7%  higher than other 

competitor methods. 
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