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 چکیده
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400زمستان  شماره چهارم   ال نهمس

 مقدمه -1

گذشااته  ابرطیفاای در دو دهااهدور ازفناااوری ساانجش

گیری داشته است. با توجه باه پیشارفت   پیشرفت چشم

صنایع الکترونیک و الکترواپتیک، امکان ساخت قطعاات  

های پراکنش الکترونیکی با ابعاد بسیار کوچک و سیستم

هاای  هاای ساازمان  برناماه  طیفی دقیاق و نیاز توساعه   

ک های با تاوان تفکیا  فضایی، طراحی و ساخت سنجنده

پاذیر شاده   مکانی و طیفی مناسب به صورت توأم امکان

هاای بادون   روزافزون سیساتم  است. همچنین با توسعه

هاا و کااربران باه اساتفاده از     سرنشین و تمایل کمپاانی 

های ابرطیفی با دقت مکانی و پهپادها، دسترسی به داده

هااای طیفاای مناسااب، آسااان شااده اساات. لااذا چااالش 

تاارین روش اساات را  مهااممحاسااباتی اخیاار، باار روی 

بندی، متمرکاز  اطلاعات از تصاویر ابرطیفی، یعنی طبقه

-شده است. وجود مسائل حل نشده و بسیاری از چالش

های باقی مانده از قبال و همچناین وهاور کاربردهاای     

هاای  جدید سبب شده که همواره دستیابی به الگاوریتم 

. در رابطه باا  [2و  1]جدید یک نیاز اساسی به شمار آید

مهام   بندی تصاویر ابرطیفای چهاار جنباه   موضوع طبقه

( تغییارات  2( ابعاد بالای باندهای طیفای 1مطرح است: 

های همجاوار یاا پیکسال   پیکسل منحنی بازتاب طیفی

باالای   ( هزیناه 3های متعلق به یاک کالام مشا      

. [3]هااا( کیفیات داده 0زشاای هاای آمو آوری دادهجماع 

هاای  ابعاد بالای باندهای طیفی و کمباود تعاداد نموناه   

بندی تصااویر  در طبقه 1بروز پدیده هیوزآموزشی سبب 

-مای  2بارازش ابرطیفی و در نتیجه باروز مشاکل بایش   

. وابستگی بین باندهای طیفای از مشاکلات   [2و 0]شود

هاای  شود نسبت تعداد نموناه اساسی است که باعث می

ه تعداد بانادهای طیفای کام شاود و ایان در      آموزشی ب

اناد و  که برخی از باندها باه یکادیگر وابساته   ستحالی ا

ای را در اختیار سیستم شناساایی  اطلاعات متمایزکننده

دهند. آناالیز تصااویر ابرطیفای، عالاوه بار      الگو قرار نمی

                                                           
1 Hughes 
2 Overfitting 

هاای پردازشای   های محاساباتی ماذکور، چاالش   چالش

افازاری را هام پایش    س تناشی از محدودیت امکانات 

های . تا کنون روش[7و  2]روی محققان قرار داده است

اناد  هبندی تصاویر ابرطیفی ارائه شدمتعددی برای طبقه

-که هرکدام سعی دارند بر تعادادی از مشاکلات طبقاه   

بندی تصاویر ابر طیفی غلباه نمایناد. وهاور یاادگیری     

های تحقیقااتی م تلاب باه دلیال در     در زمینه 3عمیق

هاای بازرو و افازایش قادرت     دسترم قرارگرفتن داده

-به عناوان نموناه مای    پذیر شده است،محاسباتی امکان

برلین تحت عنوان شابکه زماین   توان به پروژه دانشگاه 

هاای  هزار نمونه 211بزرو اشاره کرد که در آن  حدود 

 2هاای سانتینل   کلام م تلب از داده 11آموزشی در 

-بندی از آن استفاده مای تهیه شده و برای اهداف طبقه

 11هااای ایاان پااروژه حاادود  . حجاام داده]31[شااود 

اسات.  گیگابایت و به رایگان قابل استفاده برای محققان 

هاا از مناابع   در پروژه دیگری محققان بارای آناالیز داده  

م تلب )ابرطیفی، لایادار و چنادطیفی( مجموعاه داده    

مبنایی برای تلفیق و بارزسازی تصاویر ارائاه دادناد کاه    

هاای  . پیشرفت]31[این مجموعه داده نیز رایگان است 

اخیاار و سیاساات دسترساای رایگااان بااه ایاان داده هااا  

را بارای نااارت بار     ات یادگیری عمیاق پتانسیل مطالع

بنادی و  هاای طبقاه  سطح زمین از طریق تولیاد نقشاه  

هاای اخیار   . در ساال ]2[کناد کاربری اراضی فراهم مای 

هاا  به دلیل تولید خودکار ویژگی مفهوم یادگیری عمیق

های آموزشی محدود، بسیار ماورد توجاه   به کمک نمونه

های ک روشاست را  اطلاعات به کم محققان در حوزه

هاای  بندی قرار گرفته است. از دیگر مزایای ویژگیطبقه

تولید شده با تئوری یادگیری عمیاق، غیرخطای باودن    

هایی که مرز غیرخطی بندی کلامآنهاست که در طبقه

. در یاک سیساتم شناساایی الگاو،     [9]دارند مفید است

مهمترین مرحله در تولید خروجی بهینه، تولید ویژگای  

هاای  . روش[1]پاذیر( اسات  ب و با کیفیت)تفکیکمناس

تولید ویژگی تا قبل از وهور یادگیری عمیاق باه شاکل    

                                                           
3 Deep Learning 
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          ...ابرطیفووی ایموواه اره تصوواویر بنوودیطبقووه  قوو  بهبوو  
 و همکاران سمیه محم  ی

 

شاد، اماا   دستی و توسا  کارشانام خباره انجاام مای     

تواناایی تولیاد    های مبتنی بر یاادگیری عمیاق  سیستم

 های جداکننده به صورت خودکار را دارا هستند.ویژگی

تارین  ( یکای از موفاق  CNN) 1شبکه عصابی کانولوشان  

 های دو بعدی CNN از های یادگیری عمیق است.روش

هاای مکاانی و   ای برای است را  ویژگیبه طور گسترده

بندی تصاویر با وضوح باالا  برای تش ی  اشیاء و تقسیم

 CNN . یکی از کاربردهاای مهام  [7]ه شده استاستفاد

بارای   CNN بنادی تصااویر ابرطیفای اسات. از    ها، طبقه

بنادی ایان   مکانی در طبقه-های طیفیاست را  ویژگی

شاود. کانولوشان یاک بعادی بارای      تصاویر استفاده می

های طیفی، کانولوشان دو بعادی بارای    است را  ویژگی

بعادی بارای   ولوشن سههای مکانی وکاناست را  ویژگی

. ]10[های طیفی و مکانی بطور همزماناست را  ویژگی

هاا، توجاه باه     CNNیکی از مهمترین مراحل در اجرای 

مکاانی در  -بندی طیفیورودی آنهاست. از دیدگاه طبقه

برخی تحقیقات مکعب ورودی )تصویر خاام ابرطیفای(،   

پردازشای باه عناوان    بدون هیچگونه کاهش بعد یا پیش

شود که علاوه بر اینکه اجارای  ورودی به شبکه داده می

آنها به دلیل افزایش حجم محاسبات )حتی باا اساتفاده   

ساازی بار بساتر    های محاسبات ماوازی و پیااده  از روش

کند،  های فراوانی را ایجاد میهای گرافیک( چالشکارت

. از ]21[گرددها نیز میموجب کاهش کارایی این شبکه

پارامترهااای مجهااول شاابکه در ایاان  طرفاای ت مااین 

های آموزشی فراوانی است کاه از  رویکرد، نیازمند نمونه

نقطااه نااار عملاای غیاارممکن اساات. مشااکلات در     

نارگرفتن تصویر خام به عنوان ورودی از دو منار قابل 

بررسی است. اول مشکل تعداد بالا و افزونگای بانادهای   

 شاود و طیفی که موجب افزایش حجام محاسابات مای   

هاای آموزشای )باه معناای     دوم کاهش کیفیات نموناه  

هاای م تلاب در یاک نموناه     پذیر بودن کالام تفکیک

آموزشی با تعداد مش صی از باندهای طیفی( که موجب 

گردد. در برخی تحقیقاات  بندی میکاهش صحت طبقه

                                                           
4 Convolutional Neural Network 

 2اصالی  های متداولی مانند آنالیز مؤلفاه پیشین از روش

(PCAالگوریتم ،)مبتنی بر خرد جمعی  های کاهش بعد

های مبتنی بر انت اب ویژگی با الگوریتم ژنتیاک  و روش

. ]10و 7،11[برای پیش پاردازش اساتفاده شاده اسات    

هاا تاا حادی مشاکل مرباو  باه       هرچند که ایان روش 

افزونگی تعاداد بانادهای ورودی را برطارف کردناد، اماا      

هاای آموزشای   مهمتر یعنی افزایش کیفیت نمونه مسأله

هاای  رد توجه قرار گرفته است. هرکلام، نمونهکمتر مو

آموزشی م ت  به خود را دارد و باید عاوار  مرباو    

هاای آموزشای آن بارزساازی و از    به آن کلام در نمونه

های ها تا حد ممکن تفکیک شود. اگر نمونهسایر کلام

هاای عصابی هساتند، دارای    آموزشی که ورودی شبکه

هایی که باه  که ویژگیشود این ویژگی باشند، سبب می

های عصبی کانولوشن بارای هار   صورت خودکار با شبکه

شوند، کیفیت باالاتری داشاته باشاند و    کلام تولید می

بندی افزایش پیدا کند. در این تحقیاق باه   صحت طبقه

کمک روش کاهش بعد مبتنی بر زیر فضا و افزایش اثار  

درجات خاکستری مربو  به هرکلام، ابعاد تصویر خام 

یاباد کاه در آن عاوار     رودی به نحاوی کااهش مای   و

های آموزشی مربوطاه باارز   مربو  به هرکلام در نمونه

-پذیری ویژگای گردد. به کمک این روش قدرت تفکیک

شود افزایش هایی که از تصویر خام ورودی است را  می

کند. در این روش برای هر کلام یاک ویژگای   پیدا می

ری ارتباا  نایار باه    شود که موجب برقارا است را  می

گاردد. بارای تصاویر    های تصویر مینایر با تعداد کلام

-های آموزشی باه تعاداد کالام   خام با استفاده از نمونه

شود و مشکل افزونگای  های تصویر، ویژگی است را  می

گاردد. بار   های آموزشی همزمان حل میو کیفیت نمونه

چاارچوبی   این اسام هدف کلی تحقیق پایش رو ارائاه  

بنادی  بارای طبقاه   CNNبتنی بر یاادگیری عمیاق و   م

تصاویر ابرطیفی  است. نوآوری اصلی ایان مقالاه، ارائاه    

چااارچوبی در راسااتای بکااارگیری یااادگیری عمیااق در 

باشد، به نحوی که باا افازایش کیفیات    چهار مرحله می

                                                           
9 Principle Component Analysis 
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 1400زمستان  شماره چهارم   ال نهمس

بنادی افازایش یاباد. در    های ورودی، صحت طبقاه داده

انجاام   CNNمااری  روش پیشنهادی، ابتادا طراحای مع  

شده و پس از رسیدن به یک معماری مطلوب به عناوان  

شبکه پایه، تصویر خام ورودی باه کماک روش کااهش    

بعد زیرفضا تبدیل شده و به عنوان ورودی به شبکه پایه 

در نار گرفته شده اسات. در واقاع بارای ارزیاابی از دو     

حالت استفاده شاده اسات. در حالات اول، شابکه پایاه      

هش بعد اجرا شده و در حالت دوم، شبکه پایاه  بدون کا

های کاهش بعد یافته اجرا شده اسات. ساپس   با ورودی

نتیجااه ایاان دو حالاات مقایسااه گردیااده اساات. روش   

اول( کاهش  پیشنهادی شامل چهار مرحله است. مرحله

 ، مرحلاه CNNهای سازی ورودیبعد، مرحله دوم( آماده

چهاارم(   مرحلاه هاای آموزشای،   1سازی دادهسوم( غنی

-هاای ماورد اساتفاده، داده   . دادهCNNطراحی معماری 

-( است. دقت طبقاه PU) 2مارک دانشگاه پاویا های بنچ

درصد  3/19بندی تصویر مذکور با چارچوب پیشنهادی 

های بعدی این مطالعه شامل ماروری بار   باشد. ب شمی

تحقیقات پیشین، مبانی ناری یادگیری عمیق و شابکه  

ساازی و  ها، روش تحقیاق، پیااده  کانولوشن، دادهعصبی 

 باشد.گیری مینتایج و در نهایت نتیجه

 مروری بر تحقیقات پیشین -2

باار روی تصاااویر   CNNسااازی الگااوریتم  باارای پیاااده 

های متعددی وجاود دارد. تعاداد زیااد    ابرطیفی، چالش

باالای محاساباتی(،    باندهای طیفی )و در نتیجه هزیناه 

 ااب روش مناساب کااهش بعاد، کمباود      پیچیدگی انت

هاای پایش آماوزش،    های آموزشای، تولیاد مادل   نمونه

همزماان   ها و استفادهتنایم پارامترهای مربو  به کرنل

بندی از جملاه ایان   از اطلاعات مکانی و طیفی در طبقه

میاان ایان    . از [13و12، 11، 3،11]باشاد ها مای چالش

ها، انت اب روش مناساب کااهش بعاد باه دلیال      چالش

های آموزشی نیاز در ارتباا    اینکه با بحث کمبود نمونه

است. به این معنی که  است، از اهمیت بسزایی برخوردار

                                                           
6 Data augmentation 
7 Pavia University 

آمیز بودن روش کااهش بعاد، عمالا     در صورت موفقیت

هااای آموزشاای نیااز بااه صااورت مشااکل کمبااود نمونااه

-غیرمستقیم تعدیل خواهد شد. لذا در این ب اش روش 

 گردد.هایی که مرتب  با این موضوع است، بررسی می

بارای   0( از روش خود رمز نگاار 2110و همکاران) 3چن 

اند. خاود رماز   صاویر ابرطیفی استفاده کردهبندی تطبقه

نگارها در واقع یک فضای فشرده از تصویر خاام ورودی  

دهند کاه در آن بتاوان باا داشاتن پارامترهاای      ارائه می

-مدل خود رمز نگار تصویر اصلی را بازسازی کرد. طبقه

بندی در سه حالت فقا  باا بانادهای طیفای، فقا  باا       

ی همزماان از اطلاعاات   هاای مکاانی و اساتفاده   ویژگی

بنادی  طیفی و مکانی انجام شده است که صحت طبقاه 

در حالت اساتفاده از اطلاعاات طیفای و مکاانی بیشاتر      

 .[10]شده است

برای کاهش بعد  PCAو همکاران در از روش رایج  2چن

پیشنهادی خود را  CNN استفاده کردند و کارایی شبکه

ستفاده از های است را  شده در سه سناریوی ابا ویژگی

 -اطلاعات طیفی، اطلاعاات مکاانی و اطلاعاات طیفای     

 [19]. همچناین در  [17]مکانی مورد ارزیابی قرار دادند

بارای کاااهش بعاد تصاااویر ابرطیفای بااه     PCAاز روش 

ساازی  پردازشای جهات پیااده   عنوان یک راهکاار پایش  

CNN   ی نشاده استفاده شده اسات. روش نااارتPCA، 

هاای تصاویر   تضمینی جهت حفظ جدایی باین کالام  

دهد و فق  سعی در حفظ محتوای اطلاعاتی تصویر نمی

کاارآیی لازم را   PCAدارد، به همین دلیال، اساتفاده از   

هاای باالا ب صاور در    ندارد و تضمین رسیدن به دقت

و 1دهاااد. ژائاااوتصااااویر باااا ابعااااد بااازرو را نمااای  

ای ات حاشایه را باا اطلاعا   PCA( روش 2111همکاران)

هاا  ها بارای افازایش جادایی باین کالام     محلی کلام

(، یک 2117و همکاران) 7. یوسونگ [11]ترکیب کردند

                                                           
8 Chen 
9 Auto encoders Based Methods 
11 Chen 
11 Zhao 
12 Yousong 
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باندهای طیفی  روش انت اب ویژگی را بر اسام مقایسه

بارای بارزساازی    PCAاول اسات را  شاده از    با مؤلفاه 

. در ایان مقالاه تنهاا از    [21]یفی ارائه دادندتصاویر ابرط

-استفاده شد و طبقه CNNهای است را  شده از ویژگی

و  2انجاام شاد. رومارو     1دی با روش یاادگیری مفار   بن

باارای  PCA ( از نساا ه کرنلایااز شااده2112همکاااران)

نشده اساتفاده  کاهش بعد در چارچوب یک روش ناارت

( از سااختار چناد   2119و همکاران)3. دنگ [21]کردند

مکانی با اساتراتژی   -مقیاسی و ترکیب اطلاعات طیفی 

 CNNبنادی تصااویر ابرطیفای باا     گیری برای طبقهرأی

هاای اسات را    . نویسندگان، ویژگی[22]استفاده کردند

هاای م تلاب باه عناوان ورودی باه      شده را در مقیام

CNN د. دقاات روش ارائااه شااده باار روی تصاااویر دادناا

چندطیفی با رزولوشن بالا مناسب بود، اما کارایی آن بر 

روی تصاویر ابرطیفی قابل توجه نبود. روش مبتنای بار   

در چاااارچوب یاااک روش   [23]خااارد جمعااای در  

ده، مورد ارزیابی قرار گرفات و دقات طبقاه   خودسازمان

بندی قابل توجهی ارائه نداد. در تحقیقات اشااره شاده،   

هاا در اولویات   روش کاهش بعد از منار حجم دادهتنها 

هاا  قرار گرفته است، در صورتی کاه کااهش حجام داده   

پاذیری هماراه باشاد و    بایستی با حفظ قادرت تفکیاک  

حداکثر محتوای اطلاعااتی بانادهای اصالی نیاز حفاظ      

های کااهش بعادی مانناد روش زیرفضاا باه      شود. روش

تبادیل را  دلیل ماهیت ناارت شاده آنهاا، امکاان ایان     

فراهم می کنند و موجب کاهش بعد هماراه باا حفاظ و    

های است را  پذیری ویژگیحتی افزایش قدرت تفکیک

را بار   CNNهاا،  ای دیگار از روش گردند. دستهشده می

ساازی  بادون کااهش بعاد پیااده     روی تصاویر ابرطیفای 

اند. مشکل اساسی آنها این است که به حجم بسیار کرده

کاه  های آموزشی نیازمند هستند. بطوریزیادی از نمونه

هاای  های نیازمناد کااهش بعاد، تعاداد نموناه     در روش

                                                           
13 Extreme learning method 
14 Romero 
11 Deng 

هاای تصاویر   درصد از کل پیکسل 11تا  2آموزشی بین 

-های بدون کاهش بعد، تعاداد نموناه  است، اما در روش

هاای  درصاد کال پیکسال    91تا  21های آموزشی بین 

را بارای  هاا  تصویر است که این فر ، کارایی این روش

 برد.انجام کاربردهای واقعی از بین می

 CNNمبانی نظری یادگیری عمیق و  -3

های یادگیری عمیق باه چهاار دساته    به طورکلی روش

-( روشCNN ،2 های بر پایاه ( روش1شوند: تقسیم می

هاای بار   (روش3، 0ماشین باولتزمن محادود   های برپایه

. در 2یی تناک بازنماا  هاای برپایاه  ( روش0اتوانکدر  پایه

در  CNNهاای مبتنای بار    فاو،، روش  میان چهار دسته

ای پیادا  محبوبیات گساترده   1کاربردهای بینایی ماشین

تااوان بااه ماای CNN. از مزایااای روش [11]کاارده اساات

کاااهش تعااداد پارامترهااای وزن بااه کمااک مفهااوم بااه 

ها اشااره کارد. همچناین در تولیاد     وزن7گذاریاشتراک

های یاک پیکسال در   ها در این روش، همسایگیویژگی

شود که باا فار  یکساان باودن خاوار      نارگرفته می

هااای یااک ب ااش در تصاااویر سااازگار  آماااری پیکساال

 9ی پرساپترون های عصبی چندلایه. در شبکه[11]است

MLP)دیگر متصاال هااا بصااورت کاماال بااه یکاا( نااورون

هساتند و باا افازایش ابعااد تصااویر، تعاداد اتصاالات و        

هاای  پارامترهای آزاد بسیار زیاد شاده و در نتیجاه داده  

آموزشی بسیار حجیمی لازم خواهد بود. بنابراین ممکن 

است در زمان آموزش به دلیل متناساب نباودن تعاداد    

. [20]بارازش رخ دهاد  های آموزشی، مشکل بیشنمونه

در برابر نویز مقاومتی  MLPهای عصبی همچنین شبکه

تارین نقاا  ضاعب    دهند. یکی از مهماز خود نشان نمی

مکانیزمی برای تولیاد   عدم ارائه MLPهای عصبی شبکه

-روش MLPخودکار ویژگی است. با توجه باه مشاکلات  

ایان   . ایاده [22]ارائاه شاده اسات    CNNر قالب هایی د

                                                           
16 Restricted Boltzmann Machine Methods 
17 Sparse Coding Based Methods 
18 Machine vision 
19 Weight Sharing 
21 Multi-Layer Perceptron 

 [
 D

O
I:

 1
0.

52
54

7/
jg

it.
9.

4.
10

9 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
89

63
5.

14
00

.9
.4

.2
.5

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 jg

it.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

01
 ]

 

                             5 / 18

http://dx.doi.org/10.52547/jgit.9.4.109
https://dor.isc.ac/dor/20.1001.1.20089635.1400.9.4.2.5
https://jgit.kntu.ac.ir/article-1-813-en.html


 

 114 

 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1400زمستان  شماره چهارم   ال نهمس

هاای  ها انجام یک سری عملیات مشاابه در ناحیاه  روش

هاا، ناواحی   منامی از یک تصویر است کاه ایان ناحیاه   

شوند. این عملیات منجار باه   نامیده می 1دریافت محلی

ائاه و  تولید خودکار ویژگی خواهد شد. در این مدل با ار

هاا، مشاکل باالا    بکارگیری مفهومی به نام اشتراک وزن

شاود و همچناین   بودن تعداد پارامترهای آزاد حال مای  

-داری از تصااویر مرجاع تولیاد ماای  هاای معنای  ویژگای 

هاا در  شود که ایان مادل  سبب می. این ویژگی [1]شود

نگاری  پاذیری و کلای  ، ورفیات تعمایم  MLPمقایسه با 

، 2کانولوشان  از ساه لایاه   CNNبیشتری داشته باشاند.  

تشکیل شده است که در اداماه   0و اتصال کامل3پولینگ

کانولوشان از   به اختصار توضیح داده خواهند شاد. لایاه  

دریافات  هاای  کانولوشن تصویر ورودی به کماک ناحیاه  

آید و در این لایه مفهوم سلسله مراتبی محلی بوجود می

کند. حرکت بودن و به شی نزدیک شدن تحقق پیدا می

فیلتر یا فیلترها بر روی باندهای ورودی به شاکل تاگال   

های ها و لایه. تعیین تعداد فیلتربانک[21]است 2مومنت

های موجاود  کانولوشن و تنایم پارامترهای آن از چالش

-پولینگ، کاهش سایز تصاویر انجاام مای    است. در لایه

شود. علات اصالی اعماال ایان اپراتاور، کااهش حجام        

هاا نسابت باه    بودن ویژگای  1محاسبات و تضمین ناوردا

. علاوه بر مزیت فاو،، غیرخطای   [27]سایز تصویر است

های تولید شاده در مرحلاه کانولوشان باه     بودن ویژگی

گیارد.  پولینگ صورت مای  در لایه7کمک تابع فعالسازی

مکاانی  را در امتداد ابعااد  پولینگ، کاهش سایز  عملیات

یاک   ،دهد که نتیجه این کاار )عر  و ارتفاع( انجام می

در اصل از طریق این . خواهد بود  زه کوچکترتوده با اندا

عملیات است که در انتهای شبکه کانولوشن یاک باردار   

دلیل اینکه این عملیات بر روی  بهشود. ایجاد میامتیاز 

                                                           
21 Local Receptive Field 
22 Convolution 
23 Pooling 
24 Fully connected 
21 Toggle Movement 
26 Invariant 
27 Activation Function 

 هماان  خروجای  عماق  ردد،گا ها اعمال مای تمامی برش

-نمای  تغییاری  و باشاد می گپولین لایه هب رودیو عمق

های م تلفی برای اعمال پولینگ وجود دارد، روش. کند

گیری و انت اب ماکزیمم با کاهش های میانگیناما روش

هاا  تارین روش از رایاج  9نسبت دو و تابع فعالساازی رلاو  

هاای دوبعادی   ی پولینگ، ویژگای هستند. بعد از مرحله

اتصال کامال باه یاک باردار تاک       ایجاد شده در مرحله

شود. این لایاه همانناد شابکه عصابی     بعدی تبدیل می

MLP را باارای  1روامکااان اجاارای آمااوزش پاایشCNN 

انواع متفاوتی دارند.  سازیتوابع فعال.  [1]کندفراهم می

، تااابع سااازیتاارین توابااع فعااالچنااد نمونااه از معااروف

تااابع یکسوساااز هایپربولیااک،  تسایگموید، تااابع تانژاناا 

 تمامی. تاس 11سافتمکس و نمایی ی،تابع خط ی رلوخط

 در را مشابهی ویژگی اول م فی لایه در عی واقهانورون

 نهایات  در. نمایناد مای  شناساایی  تصویر بی م تلنواح

 ناام  باه  یم فا  لایاه های ی یا نورونورود لایه خروجی

 .شوندشناخته می ویژگی نقشه

 هاداده -4

باا   مارک دانشگاه پاویا های بنچدر تحقیق حاضر از داده

مش صاتی که در ادامه بیان خواهد شد، اساتفاده شاده   

طی  11هوابرد روسیس توس  سنجنده PUاست. تصویر 

ر فاراز دانشاگاه پاویاا در شامال ایتالیاا و در      یک پرواز ب

هاای تصاحیح نشاده    اخذ شده اسات. داده  2111سال 

 03/1های طول مو  باند طیفی در محدوده 112شامل 

متار   3/1میکرومتر و دارای توان تفکیک مکانی  91/1تا 

 301در  111 های تصحیح شاده باا انادازه   هستند. داده
از حذف باندهای ناویزی   باند طیفی پس 113پیکسل شامل 

-کلام است و تعداد نموناه  1باشند. تصویر مذکور دارای می

( تصاویر و  1باشد. در شکل )می 02771های دارای برچسب 

 باشند.های دارای برچسب قابل مشاهده میداده

                                                           
28 Rectifies Linear Unit  (ReLU) 
29 Feed forward 
31 Softmax 
31 Reflective Optics System Imaging Spectrometer 

(ROSIS) 
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 )ج( )ب( )الف(

 های تصویرهای دارای برچسب، ج( راهنمای کلاس، ب( داده PUها: الف( ترکیب رنگی کاذب تصویر داده :1شکل

 روش تحقیق -5

( ایان  2روش تحقیق، شامل چهار مرحله است. شاکل ) 

اول( در این مرحله برای  دهد. مرحلهمراحل را نشان می

مواجهه با مشکل ابعاد بالای تصاویر ابرطیفی که منجار  

محاسباتی چندین برابر خواهد شد و همچنین  به هزینه

اجتناااب از بکااارگیری باناادهایی کااه دارای وابسااتگی   

شوند، کاهش بندی میهستند و سبب افت صحت طبقه

هش بعد گیرد. با توجه به اینکه فرآیند کابعد صورت می

بسیار به یکدیگر وابسته هستند، در  CNNبندی و طبقه

ایاان چااارچوب، روش کاااهش بعااد زیرفضااا بااه نحااوی 

های آموزشی در هار  شود که کیفیت دادهبکارگیری می

 CNNبنادی  کلام افزایش یابد و منجر به بهبود طبقاه 

شود. دلیل استفاده از روش ماذکور بارای کااهش بعاد،     

های تصاویر در  زی هریک از کلامتوانایی آن در بارزسا

باشد. های بدست آمده از این روش میهر یک از ویژگی

مبناا، بارزساازی هار    اصول کلی حاکم بار روش کالام  

هاای  کلام مورد نار در هر ویژگی باا اساتفاده از داده  

 باشد.  آموزشی می

هاای  دوم( پس از اینکاه در مرحلاه اول ویژگای    مرحله

شاوند،  اسات را  مای   PUویر های تصا متناور با کلام

شود، که مستلزم انجام می CNNهای سازی ورودیآماده

 انجام آنالیز حساسیت برای یافتن مقدار مناساب انادازه  

آموزشای بایساتی    ای است که پیراماون هار داده  پنجره

انجام آنالیز حساسایت و نتاایج آن در    ات اذ شود. نحوه

 بیان شده است.  2-2ب ش

هاای آموزشای، در   ساازی داده غنی مرحلهسوم(  مرحله

-این مرحله، با استفاده از اپراتورهاای چارخش و قریناه   

درجاه و   191و  11سازی شامل دو چرخش با زوایاای  

برابار افازایش    3های آموزشی باه  یک قرینه، تعداد داده

های سازی به مناور تولید دادهیابد. چرخش و قرینهمی

 شود.  یادگیری عمیق انجام میافزونه برای بهبود فرآیند 

، که با توجه باه  CNNی چهارم( طراحی معماری مرحله

تحقیقات پیشین و انجام آنالیز حساسیت، یک معمااری  

CNN    اتصاال کامال    با سه لایه کانولوشان و یاک لایاه

 2-3طراحی شد. آنالیز حساسیت مذکور در زیار ب اش  

 CNNتوضاایح داده شااده اساات. مش صااات معماااری  

 ( آمده است.1شده نیز در جدول )طراحی 
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 روش تحقیق :2شکل

 

 طراحی شده CNNمشخصات معماری  :1جدول 

 نام لایه توضیحات

 تصویر ورودی میانگین صفربا نرمالیزاسیون به روش  21در  21تصاویر 

 و پدینگ [1,1] با  گام 22*22*1فیلتر کانولوشن   10کانولوشن با  لایه 3
[0,0] 

 کانولوشن

 ReLU تابع یکسوسازی خطی

 Max Pooling پولینگ 2در  2با اندازه 

 Dropout درصد 21

 اتصال کامل نورون 1یک لایه اتصال کامل با 

Softmax Softmax 

Cross entropy  بندیخروجی طبقه "1"تا  "2"، "1"با 

 روش کاهش بعد زیرفضا -5-1

حسگرهای ابرطیفی تصاویر را در صدها باند طیفی اخذ 

شود کنند. این منجر به مشکل مسأله با ابعاد بالا میمی

بندی خودکار تصاویر اصلی برای طبقهکه یکی از موانع 

های آموزشی با کیفیت است. هدف اصلی ما تولید نمونه

همزمان با کاهش ابعاد است. روش کاهش بعد زیر فضا 

آورد که هم ابعاد طیفی تصویر این امکان را فراهم می

کاهش یابد و هم در هر پچ ورودی ب ش مربو  به 

اشد. استفاده از کلام مورد نار وضوح بیشتری داشته ب

-روش زیرفضا بر این فر  استوار است که توزیع نمونه

های آموزشی هر کلام تقریبا  بر روی یک فضای فرعی 

-با ابعاد کمتر از فضای ویژگی اصلی قرار دارد. مرسوم

𝑙ترین روش برای تعریب یک زیرفضای بعدی،   

کارگیری یک مجموعه مستقل از بردارهای پایهب

 1 2, ,..., lu u u  است که در آن یک ماتریس با ابعاد

d l  و رتبه𝑙 شود ) بازنمایی می𝑑 ابعاد فضای :

اصلی(. 
( )cuای از بردارهای اورتونرمال پایه را مجموعه

( )cr  بعدی برای هر زیرفضای متعلق به هر کلام در

c,...,1,2)نار بگیرید  lی(. مولفه )ها )cu  یعنی

 ( ) ( )

( ) 1 ( ),...,c c

c r cu e e ز ا ( ) ( )

( ) 1, . . . ,c c

c dE e e که

ماتریس  ماتریس بردارهای ویژه ماتریس همبستگی
'

( ) ( ) ( )c c cR E E   است. در اینجا  ماتریس مقادیر

بردار ویژه متناور با مقادیر ویژه ماتریس eویژه و 
( )cR 

اند. برای تعیین سایز است که به شکل نزولی مرتب شده

( )cu  درصد محتوای اطلاعاتی را مبنا  11حدود

. بدین ترتیب فضای ویژگی نهایی به دست ایمقرارداده
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های تبدیل یافته( از کنار هم قرار دادن نرم آمده )داده

هر یک از زیر فضاها )که حاصل تصویر فضای ویژگی 

اصلی است( به همراه نرم بردار ویژگی اصلی تشکیل 

گردد. این فضای تبدیل یافته به عنوان ورودی در می

 شود.نار گرفته می

 آنالیز حساسیت -5-2

های مهم در طراحی معماری یاک  عموما  یکی از چالش

CNN تعیین ابعاد پنجره ورودی به ،CNN تعداد لایاه ،-

هاای اتصاال   های کانولوشن، سایز پولینگ و تعداد لایاه 

پارامترهااای یادشااده،  کاماال اساات کااه بااه مجموعااه 

گوینااد. در ایاان ماای CNN فراپارمترهااای یااک شاابکه

و  CNNیاین ابعااد پنجاره ورودی باه     مطالعه، جهت تع

های کانولوشان از آناالیز حساسایت اساتفاده     تعداد لایه

شده است. بدین ترتیب کاه ابتادا باا بررسای مطالعاات      

پیشین، باه ایان نتیجاه رسایده شاد کاه ابعااد ورودی        

، سپس برای دساتیابی  [29]است 33تا  11مناسب بین 

ورودی مناسب با ثابت نگه داشاتن ساایز    به ابعاد پنجره

بندی نسبت باه  پارامترها، میزان حساسیت صحت طبقه

( نتاایج  3ورودی بررسی شد که در شاکل )  ابعاد پنجره

هاای کانولوشان   حاصل نشان داده شده است. تعداد لایه

رغام اینکاه   باشد. علای ی از فراپارمترهای اساسی مییک

CNN    تعداد پارامترهای بسیار کمتری نسابت باهMLP 

هااای آموزشاای باارای دارد، امااا همچنااان تعااداد نمونااه

های بسیار عمیاق کاافی نیسات. لاذا     دستیابی به شبکه

تاا   2های کانولوشن در مطالعات پیشین باین  تعداد لایه

هاای  تعیاین تعاداد مناساب لایاه    لایه است که برای  1

کانولوشن، با ثابت نگه داشتن سایر پارامترهاا )از جملاه   

*  21ابعاد پنجره ورودی که در آنالیز حساسایت قبلای   

بندی نسبت باه  تعیین شد(، حساسیت صحت طبقه 21

طاور کاه در   هاا ارزیاابی شاد. هماان    تغییر تعاداد لایاه  

نت ااب  لایاه ا  3( نشان داده شده اسات تعاداد   0)شکل

 شد.

 

 
 با ثابت نگه داشتن سایر پارامترها CNNبندی نسبت به اندازه پنجره ورودی به نتایج آنالیز حساسیت صحت طبقه :3شکل

91
11
11
12
13
10
12
11
17
19
11

11 21 23 22 27 21 31 33
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اندازه پنجره
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 های کانولوشن با ثابت نگه داشتن سایر پارامترهابندی نسبت به تعداد لایهنتایج آنالیز حساسیت صحت طبقه :4شکل

 سازی و نتایجپیاده -6

-ابزار متسازی چارچوب پیشنهادی از جعبه برای پیاده

افزار متلب و از کارت گرافیک انویدیا جای  نرم 1کانو نت

های مبتنی جهت پردازش 11912فورم جی تی ایکس 

هاای  ( ویژگای 2شاکل )  .اساتفاده شاد   3یاو پای بر جای 

اول چارچوب پیشنهادی یعنای   است را  شده از مرحله

دهاد.  کاهش بعد به روش زیرفضا را نماایش مای   مرحله

در این شکل مش   است کاه باه ازای هار کالام از     

تصاویر، یاک ویژگای متنااور باا آن       گانه 1های کلام

  م است را  شده است.کلا

تعداد معلومات و مجهاولات مسائله را نشاان     (2جدول)

طور کاه از ایان جادول  مشا   اسات      دهد. همانمی

دارای برچسب داریام کاه باا توجاه باه       پیکسل 3131

سااازی داده)دو تااا اپراتااور غناای 3ویژگاای و  1اینکااه 

ساازی(  درجه و یک قرینه 191و  11چرخش با زوایای 

. با توجه 3*1*3131شود کل معلومات میداریم تعداد 

فیلتاار  10پیشاانهادی،  CNNبااه اینکااه در معماااری  

داریم، بنابراین تعداد مجهولات مربو  به وزن  22در22

پاارامتر   10و همچنین  10*22*22برابر خواهد بود با  

مجهول بایاام خاواهیم داشات. مجهولاتماان در لایاه      

و بادین   10*1اتصال کامال هام برابار خواهاد باود باا       

                                                           
32 MATCONVNET 
33 NVIDIA GEFORCE GTX-1080 
34 GPU 

خواهااد بااود.  31111ترتیااب تعااداد کاال مجهولاتمااان 

 0با استفاده از روش گرادیاان کاهشای   CNNپارامترهای 

( نرمالایز شده و -1و1) ها به بازهبه دست آمدند. ورودی

در  011و تعداد اپک ها  11/1میزان نرخ یادگیری عدد 

نار گرفته شد. لازم به ذکر است که حدود اعاداد ذکار   

هاا در  از تحقیقات پیشین است را  و باا تغییار آن  شده 

 مش   اعداد یاد شده به دست آمدند. یک محدوده

( برخی از فیلترهای کانولوشن بدسات آماده   1در شکل)

به صورت تصادفی انت اب و ارائاه شاده اسات.     CNNاز 

( هاام خروجاای حاصاال از اعمااال برخاای از   7شااکل )

وزشای تبادیل   هاای آم فیلترهای کانولوشن بر روی داده

( ، 9دهد. شاکل ) را نشان می 21در  21شده به قطعات 

های م تلب نشاان  روند افزایش صحت مدل را در تکرار

هاا  دهد. کاملا  مش   است که هرچه تعاداد تکارار  می

یاباد صاحت مادل، روناد افزایشای یافتاه و       افزایش می

( بیانگر ماتریس خطاای  3شود.  جدول )سپس ثابت می

باشد. در سطر و ستون آخر ایان جادول،   بندی میطبقه

هاای  های کاربر و مولد برای هار کالام از کالام   دقت

-اند. همچنین دقات کلای طبقاه   تصویر ارائه شده گانه1

( هم نمایاانگر  1درصد محاسبه شد. شکل ) 3/19بندی 

 باشد.بندی میخروجی طبقه نقشه

                                                           
31 Gradient descend strategy 

17.1
17.2
17.0
17.1
17.9
19.1
19.2
19.0

1 1 2 3 0 2 1 7
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تعداد لایه کانولوشن
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 کاهش بعد های استخراج شده از مرحلهویژگی :5شکل

 
 لهمعلومات و مجهولات مسأ :2جدول 

 تعداد مجهولات تعداد معلومات

 کانولوشن لایه 3131 های دارای برچسبپیکسل
 10*22*22 وزن

 10 بایام

 10*1 اتصال کامل لایه 1 هاتعداد ویژگی

 31111 تعداد کل پارامترها 3131*1*3 های آموزشیتعداد کل داده

  

   
 ) ( )ب( )الب(

   

 )و( )ه( )د(

( ه( کرنل چهلم، د( کرنل بیستم، ج( کرنل دهم، ب( کرنل اول، الف ( CNNی فیلترهای کانولوشن بدست آمده از شبکه :6شکل

 ( کرنل شصت و چهارم(وکرنل پنجاهم، 
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 )ب( )الب(

) ( 

 22 در 22های آموزشی تبدیل شده به قطعات خروجی حاصل از اعمال برخی از فیلترهای کانولوشن بر روی داده :7شکل

 بیستم( ویژگی نقشه( جدهم، ویژگی  نقشه( باول، ویژگی  نقشه( الف)
 

 
 دهد.(در تکرارهای مختلف )محور افقی تعداد تکرارها و محور قائم صحت مدل را نشان میروند افزایش صحت مدل : 8شکل

 

 [
 D

O
I:

 1
0.

52
54

7/
jg

it.
9.

4.
10

9 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
89

63
5.

14
00

.9
.4

.2
.5

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 jg

it.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
2-

01
 ]

 

                            12 / 18

http://dx.doi.org/10.52547/jgit.9.4.109
https://dor.isc.ac/dor/20.1001.1.20089635.1400.9.4.2.5
https://jgit.kntu.ac.ir/article-1-813-en.html


 

 111 

          ...ابرطیفووی ایموواه اره تصوواویر بنوودیطبقووه  قوو  بهبوو  
 و همکاران سمیه محم  ی

 

 
بندی:  خروجی طبقه2شکل

  

بندیطبقه : ماتریس خطای3جدول  

% 19/1 2 1 1 1 1 1 1 12 1129 1 

م
کلا

ه(
شد
ی 
ین
ش ب
 پی
ب
چس
)بر
ها 

  

% 11/9 1 1 1 37 1 1 1 17112 1 2 

% 19/7 0 3 3 1 1 1 1717 11 3 3 

% 13/0 2 3 1 1 1 2211 1 127 13 0 

% 19/2 2 1 1 1 1191 1 1 13 1 2 

% 11/1 1 1 1 0011 1 1 1 110 1 1 

% 11/1 1 1 122 1 1 1 1 1 1 7 

% 11/1 1 3111 1 1 1 11 1 72 21 9 

% 11/3 713 1 1 1 1 1 1 21 1 1 

% 19/3  19/2

% 

% 11/7  11/7

% 

 11/2

% 

111 %  1/11 

% 

111 %  % 17/2 % 11/1 

 1 9 7 1 2 0 3 2 1  

های آموزشی )برچسب شناخته شده(داده  
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دهاد. ایان   پایه را نشان مای  CNN( مش صات 1)دولج

شبکه در دو حالت مورد استفاده قارار گرفتاه اسات. در    

حالاات اول تصااویر ابرطیفاای ورودی بااه کمااک روش   

زیرفضا کاهش بعد یافته و به عناوان ورودی باه شابکه    

( 3)شده اسات. نتاایج ایان حالات در جادول     پایه داده 

تار و بررسای   نشان داده شده است. برای ارزیاابی دقیاق  

کمی میزان تأثیرگذاری روش پیشنهادی، در حالت دوم 

ش بعاد باه شابکه پایاه داده     تصویر ابرطیفی بدون کاه

( نتایج حاصل از مقایسه کلام به کلام 11)شد. شکل

دهاد.  بنادی را نشاان مای   و همچنین صحت کلی طبقه

بنادی  شود صحت کلی طبقاه طور که ملاحاه میهمان

درصاد   1/0ایسه باا شابکه پایاه    روش پیشنهادی در مق

هااا افاازایش یافتااه اساات. همچنااین در اکثاار کاالام  

)بجزدرخت(، روش پیشنهادی صاحت باالاتری را ارائاه    

داده اسات. در کاالام چمان و قیاار طبیعای بیشااترین    

درصد را شااهد هساتیم    2/7و  3/7میزان افزایش یعنی 

که ناشی از قابلیت بالای روش کااهش بعاد زیرفضاا در    

 هایی با بافت متفاوت است.ی کلامبارزساز

 
بندی روش پیشنهادی و روش پایهمقایسه صحت طبقه :11شکل

 گیرینتیجه -7

هماواره باا    ای ابار طیفای  مااهواره تصااویر   بنادی طبقه

های زیادی روبرو بوده است. از طرفی با پیشارفت  چالش

تکنولوژی و افزایش قدرت تفکیاک مکاانی تصااویر، باا     

-طبقاه  های مرباو  باه  وجود افزایش کلی دقت، چالش

تشدید گردیاده اسات. تفااوت در    نیز این تصاویر  بندی

هاای  و شاباهت  کلامهای م تلب متعلق به یک نمونه

متفاوت، عملکارد  های کلاممتعلق به  ءموجود در اشیا

ثیر قارار داده  أرا تحت تا  بندیطبقههای نسبی الگوریتم

های ملااست. در تصاویر در نار گرفته شده، تفکیک ک

درسات   کلاممشابه نایر درخت و فضای سبز، تعیین 

و اناد  روی هام قارار گرفتاه    کالام در مناطقی کاه دو  

هاای عماده   ی موجود در تصویر چالشهاهمچنین سایه

 .پیشرو بوده است

در این تحقیق یک چارچوب مبتنی بر مفهوم یاادگیری  

بندی تصاویر عمیق و شبکه عصبی کانولوشن برای طبقه

ابر طیفی ارائه شد. با توجه به اینکه فرآیند کاهش بعاد  

بسیار به یکدیگر وابسته هستند، در  CNNبندی و طبقه
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روش کاااهش بعااد زیرفضااا بااه نحااوی  ایاان مطالعااه، 

هاای آموزشای در هار    بکارگیری شاد کاه کیفیات داده   

 CNNبنادی  کلام افزایش یابد و منجر به بهبود طبقاه 

هاای آموزشای باه    شود. همچنین افزایش تعاداد نموناه  

داده جهت غلبه بار مشاکل   سازی های غنیکمک روش

باارازش صااورت گرفاات. بطااور کلاای چااارچوب   باایش

( کااهش بعاد،   1مل چهار مرحله اعم از: پیشنهادی، شا

ساازی داده،  ( غنای CNN ،3های سازی ورودی( آماده2

باشد. چارچوب پیشنهادی می CNN( طراحی معماری 0

ساازی و  بر روی تصاویر بنچ مارک دانشاگاه پاویاا پیااده   

 درصد حاصل شد. 3/19صحت کلی 
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Abstract 

Nowadays, with the advancement of technology, numerous sensors provide high spatial and spectral resolution 

images. So far, several methods have been proposed for hyperspectral image classification, each of which seeks 

to overcome a number of computational and processing challenges of hyperspectral data. The efficiency of 

multi-layer perceptron neural networks is greatly reduced due to the increase in the number of parameters 

along with the increase of the layers, which is essential in complex topics such as hyperspectral image 

classification. In recent years, the concept of deep learning, especially convolutional neural networks (CNN), 

has attracted the attention of pattern recognition researchers due to the automatic generation of features and 

the reduction of parameters compared to the multi-layer perceptron neural networks by sharing the parameters 

in each layer. The goal of the present study is to develop a convolutional neural networks (CNN in order to 

classify hyperspectral images. The innovation of this study is to provide a framework to use deep learning. The 

proposed framework includes four steps. The first step is to reduce dimension by using the sub-space method, 

the second step is to prepare the CNN inputs, the third step is to augment the teaching data, and the fourth step 

is to design the CNN architecture. Implementation of the proposed framework on the benchmark data of the 

University of Pavia, despite the use of a limited number of educational data, led to the classification accuracy of 

98.3%. 

Key words : Hyperspectral Images, Classification, Deep Learning, Convolutional Neural Network. 
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