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 چكیده

بندی شوند که در مطالعات مختلفی از جمله کشاورزی، مدیریت و طبقهمحسوب میهای سنجش از دور تصاویر ابرطیفی منبع غنی از داده

-های اصلی در طبقههای آموزشی از چالششوند. با اینحال، ابعاد بالای فضای ویژگی و تعداد محدود نمونهپوشش/کاربری اراضی بکار گرفته می

های کاهش ویژگی به دو شکل انتخاب ویژگی و بدین ترتیب، استفاده از روشرود. ها بشمار میبندی این تصاویر و استخراج اطلاعات از آن

های شوند، که روششده و بدون نظارت تقسیم میهای کاهش ویژگی به دو دسته نظارتاستخراج ویژگی از اهمیت بالایی برخوردار است. روش

بندی باندها در فضای خوشهبر ر این مطالعه روشی بدون نظارت مبتنیتر هستند. دهای آموزشی کاربردینظارت به دلیل عدم نیاز به دادهبدون

ارائه شده است. در این روش پس از تخمین بعد مجازی تصویر و استخراج اجزای خالص، فضای پدیده اجزای  (EPBC) پدیده اجزای خالص

دار هر خوشه به عنوان یک ویژگی نهایت میانگین وزنگردند و در بندی میخوشه K-Meansخالص تشکیل شده و باندها در این فضا به روش 

بندی به روش بیشترین شباهت با دهد که دقت کلی طبقهبندی دو تصویر ابرطیفی نشان میشود. نتایج نهایی بدست آمده از طبقهاستخراج می

درصد و برای تصویر دانشگاه پاویا برابر  66/75 برابر های هندیدر بهترین حالت برای تصویر کاج ارائه شدههای استخراج شده از روش ویژگی

های مستقل ( و آنالیز مولفهMNF(، تبدیل کسر نویز کمینه )PCAهای اصلی )های آنالیز مولفهدرصد بوده است، که نسبت به روش 71/89

(ICAبه عنوان روش )( های بدون نظارت و روش آنالیز تفکیک پذیری خطیLDAبه عنوان روش نظارت شد ).ه عملکرد بهتری داشته است 
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1403تابستان  شماره دوم   ال دوازدهمس

 مقدمه -1

اطلاعااات بازتابناادگی طیفاای را در   1تصاااویر ابرطیفاای

ناانومتر از   2500تاا   400 صدها باند باریک در محدوده

کنناد. ایان تصااویر در    امواج الکترومغناطیس اخاذ مای  

پایش محیط زیست، کشااورزی  مطالعات بسیاری شامل 

اراضی بکاار   دقیق، مطالعات معدن، طبقه بندی پوشش

-در واقع، تصاویر ابرطیفی با بهره .[2و  1]شوندبرده می

گیری از قادرت تفکیاک طیفای باالا امکاان تشاخیص       

کنناد کاه تنهاا بوسایله     های خاص را فراهم مای پدیده

باا   .[3]اختلافات جزئی در بازتاب طیفای ممکان اسات   

-اینحال، تعداد بسیار زیاد باندهای ایان تصااویر چاالش   

سااازی، هااای اساساای نظیاار، افاازایش فضااای  خیااره  

 و 4]های محاسباتی را به هماراه دارد پیچیدگی و هزینه

سو همبستگی باندهای همساایه و  . بطور کلی، از یک[5

هاای  و از سویی دیگر محادودیت نموناه   2بروز بلای ابعاد

و  3بناادیچااالش اساساای در طبقااه  واقعیاات زمیناای  

. [6]شاود استخراج اطلاعات از این تصاویر محسوب مای 

، هرچااه ابعاااد فضااای  4در واقااع، براساااس پدیااده هیااوز

بناادی بزرگتاار باشااد، مااورد اسااتفاده در طبقااه 5ویژگاای

-های بالاتر، مستلزم افزایش تعداد نمونهرسیدن به دقت

بکاارگیری  . بادین ترتیاب،   [7]باشاد می  6های آموزشی

بنادی  های کاهش ابعااد فضاای ویژگای در طبقاه    روش

 تصاویر ابرطیفی از اهمیت بالایی برخوردار است.

بر کاهش ویژگی، باه دو دساته اصالی    های مبتنیروش

 .[8]شاوند تقسیم می 8و انتخاب ویژگی 7استخراج ویژگی

هااای انتخاااب ویژگاای، باار مبنااای انتخاااب زیاار  روش 

-هاای اصالی مای   مجموعه ویژگای ای بهینه از مجموعه

های استخراج ویژگی، ایان  که در روش. درحالی[9]باشد

                                                           
1 Hyperspectral Images 
2 Curse of Dimensionality 
3 Classification 
4 Hughes Phenomenon 
5 Feature Space 
6 Training Samples 
7 Feature Extraction 
8 Feature Selection 

زیرمجموعه با استفاده از تبدیل یا انتقال فضای ویژگای  

شاود. در هار دو   فعلی به فضای ویژگی جدید برآورد می

های اصلی ای از ویژگیدسته هدف انتخاب زیر مجموعه

من کاهش ابعاد ض که زیر مجموعه جدیداست، به نحوی

فضااای ویژگاای بیشااترین میاازان اطلاعااات را در خااود 

هاا خاود   . لازم بذکر است که این روش[10]باشدداشته

  10و باادون نظااارت  9اصاالی نظااارت شااده بااه دو دسااته 

شااوند. اخااتلاف ایاان دو روش در  بناادی ماای تقساایم

-های آموزشی در فرآیند انتخاب ویژگیبکارگیری نمونه

های بادون نظاارت باه    رو، روشاینهای بهینه است. از 

های آموزشی به منظاور کااهش   علت عدم نیاز به نمونه

های بهیناه دارای برتاری   فضای ویژگی و برآورد ویژگی

 باشند.های نظارت شده مینسبت به روش

طی سالیان اخیر رویکردهای متفاوتی به منظور کااهش  

هاای نظاارت شاده و    ابعاد فضای ویژگی بر مبنای روش

های بدون نظارت، است. در روشون نظارت ارائه شدهبد

باشاد و  هاا نمای  پذیری بین کالاس هدف اصلی تفکیک

تمرکز بر کاهش ابعاد فضای ویژگای باا حفای بیشاینه     

هاایی نظیار آناالیز    اطلاعات باندی تصااویر اسات. روش  

هااای ، آنااالیز مولفااه[11](PCA)  11هااای اصاالیمولفااه

 13ویز کمینااااهو کساااار ناااا  [12](ICA) 12مسااااتقل

(MNF)[13] هااای معااروف اسااتخراج   از جملااه روش

اناد، کاه در مطالعاات اخیار ماورد      ویژگی بدون نظاارت 

هاا را  های اصالی، داده استفاده قرار گرفتند. آنالیز مولفه

هاا باه یاک فضاای غیار همبساته       براساس واریانس آن

های مستقل، کند. همچنین روش آنالیز مولفهتصویر می

ساازی  ها را براساس بیشینهدیگری است که دادهتبدیل 

نماید. از ها به فضای جدید تصویر میاستقلال آماری آن

که پارامترهای آماری نظیر واریاانس هماواره باه    آنجایی

هاای  انجامند و باروز داده های با کیفیت نمیانتخاب باند

                                                           
9 Supervised 
10  Unsupervised 
11  Principal Component Analysis  
12  Independent Component Analysis  
13  Minimum Noise Fraction  
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          ... بنهههدیخوشهههه بهههر مبتنهههی نظهههارت بهههدون روش ارائهههه
 سید احمد علیزاده مقدم و مهدی مختارزاده

 

نویزی در فضای تبدیل یافته محتمل است، روش کسار  

سازی نسبت سایگنال  مندی از بیشنها بهرنویز کمینه، ب

کناد. از  ها را به فضاای جدیاد تبادیل مای    به نویز، داده

ها در حین فرآیند کاهش ویژگای از  که این روشآنجایی

کنناد، نتاایج حاصال    های آموزشی اساتفاده نمای  نمونه

هاا و افازایش دقات    لزوماً به تفکیک پذیری بهتر کلاس

هاایی  . در مقابال روش [14]شاود بندی منجر نمیطبقه

(، آنااالیز LDA) 1نظیاار آنااالیز تفکیااک پااذیری خطاای  

، اساتخراج  [15](GDA) 2تفکیک پاذیری تعمایم یافتاه   

، اساتخراج  [16](NWFE)  3ویژگی وزندار غیر پارامتریک

اساتخراج   و [17](DBFE) 4گیاری ویژگای مارز تصامیم   

از جملاه   [18](DAFE) 5ویژگی آناالیز تفکیاک پاذیری   

هاا باا بهرمنادی از    اند. ایان روش های نظارت شدهروش

هاای جدیاد   های آموزشی در برآورد فضای ویژگینمونه

ها دارند. پذیری بین کلاسسازی تفکیکسعی بر بیشینه

گیری های استخراج ویژگی مرز تصمیمدر این بین روش

و استخراج ویژگی آنالیز تفکیک پذیری زمانیکاه تعاداد   

هااای آموزشاای محدودانااد، در تخمااین ماااتریس نمونااه

-شوند و نمای کووریانس هر کلاس با مشکل روبه رو می

تواننااد باارآورد دقیقاای از فضااای ویژگاای جدیااد ارائااه  

. در مقاباال روش اسااتخراج ویژگاای وزناادار [19]دهنااد

غیرپارامتریک به ازای هر نمونه آموزشای وزن متفااوتی   

ز رویکاارد غیاار  . ایاان روش ا[20]کناادرا لحااام ماای 

هاای پراکنادگی باین    پارامتریک برای تخمین مااتریس 

کند و برخلاف ساایر  کلاسی و درون کلاسی استفاده می

های برآوردی این روش با های مذکور تعداد ویژگیروش

محدودیت روبرو نیست، لیکن میزان بار محاسباتی ایان  

. بطاورکلی،  [19]روش به میزان قابل توجهی بالاتر است

های مطرح شده عمومااً از پارامترهاای آمااری باه     شرو

منظور ایجاد یک تبدیل از فضای ویژگی اصلی باا ابعااد   

                                                           
1 Linear Discriminant Analysis  
2 Generalized Discriminant Analysis  
3 Nonparametric Weighted Feature Extraction 
4 Decision Boundaries Feature Extraction 
5 Discriminant Analysis Feature Extraction 

کنناد،  تر استفاده مای بالا به فضای ویژگی با ابعاد پایین

یافته باا تعاداد ویژگای    که فضای ویژگی تبدیلبه نحوی

 باشد.  کمتر حاوی بیشترین اطلاعات ممکن می

هاای دیگاری باا    های مذکور، روشعلاوه بر دسته روش

 6ساازی و یاادگیری عمیاق   رویکردهای مبتنی بر بهیناه 

معرفی شدند. در این زمینه، یک روش استخراج ویژگی 

بنادی  ساازی و قطعاه  نظارت شده تحت عنوان یکپارچه

طیفی توسعه داده شاد. در ایان روش منحنای امضاای     

ها به قطعات یکسان و بادون همپوشاانی،   طیفی پیکسل

بنادی  شوند و طی فرآیند قطعاه ه نام کانال، تقسیم میب

ساازی  تعداد و پهنای هر کانال با استفاده از روش بهینه

ای مشابه، . در مطالعه[14]شوندازدحام  رات برآورد می

ساازی  روش کاهش ویژگی بدون نظارت برمبنای بهیناه 

گیااری از واگرایاای طیفاای و  ازدحااام  رات و بااا بهااره 

. در این روش [21]دیان مکانی توسعه یافتاطلاعات گرا

در ابتدا فیلتر نویز به منظور بهبود نسابت سایگنال باه    

-نویز در انتخاب ویژگی اعمال گردیاد و پاس از خوشاه   

هاای  باندهای مشابه، باه منظاور انتخااب ویژگای     7بندی

-سازی ازدحام  رات بکار گرفتاه مناسب الگوریتم بهینه

تخراج ویژگی عمیق تنظیم شد. از سویی دیگر، روش اس

بندی تصاویر ابرطیفی با استفاده از شده به منظور طبقه

توساعه یافات، کاه باه منظاور        8شبکه عصبی پیچشای 

ی پیچشای و  های عمیق، چنادین لایاه  استخراج ویژگی

هاای  . بطور کلای روش [22]شدادغام در آن بکار گرفته

هاای  مطرح شده نیازمند دسترسی به تعداد بالای نمونه

باشاند و از ساویی دیگار عمادتاً باا فضاای       آموزشی می

اناد کاه منجرباه پیچیادگی و     جستجوی وسیعی مواجه

 .  [23]شودافزایش بار محسباتی می

بندی بانادها در  بر خوشههای دیگری مبتنیدسته روش

های اخیر معرفی شدند که عملکرد قابال قباولی را   سال

اناد. در  نشاان داده در کاهش ابعاد فضای ویژگی از خود 

                                                           
6 Deep Learning 
7 Clustering 
8 Convolutional Neural Network 
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1403تابستان  شماره دوم   ال دوازدهمس

بار خوشاه   این زمینه، روش نظارت شده دیگری مبتنای 

هادف   بندی فازی به منظور کااهش فضاای ویژگای باا    

قرارگیااری باناادهای همبسااته در یااک خوشااه توسااعه 

( 2014. در همین دسته، ایمانی و قاسمیان )[24]یافت

 نظارت شده یبندبر خوشهیمبتن یژگیاستخراج وروش 

. ایاان روش در مرحلااه اول مقااادیر [19]درا ارائااه دادناا

هاای آموزشای هار کالاس را باه عناوان       میانگین نمونه

گیارد و باه ازای هار باناد     مشخصه هر باند در نظر مای 

-شود که شامل مقادیر میانگین کلاسبرداری برآورد می

هااای مختلاات اساات. در نهایاات باناادهای مشااابه بااا    

دساته  در یاک   k-meansبنادی  بکارگیری روش خوشه

های جدید از هر خوشه استخراج گیرند و ویژگیقرار می

-های اخیر در این حوزه، روششود. با پیشرفت روشمی

های بدون نظارت نیز در این دسته توسعه یافتند. بطاور  

بار  مثال، روش بدون نظارت اساتخراج ویژگای مبتنای    

. در ایان  [25]بندی همبستگی بانادها ارائاه شاد   خوشه

له اول، ماتریس ضارایب همبساتگی باین    روش در مرح

-Kبنادی  باندی تولید شده و با استفاده از روش خوشاه 

means گیرند و باندهای همبسته در یک خوشه قرار می

های جدید اساتخراج  متوسط هر خوشه به عنوان ویژگی

بنادی فاازی بار روی    شوند. در مطالعه مشابه، خوشهمی

اجرا شاد و فضاای ویژگای باا      PCAفضای تبدیل یافته 

قرارگیااری باناادهای مشااابه در یااک خوشااه کاااهش    

ای . در مطالعااه دیگاار روش چنااد مرحلااه  [26]یافاات

مبنا باه منظاور کااهش فضاای ویژگای توساعه       -خوشه

یافت، که در آن در مرحله اول با استفاده از آنتروپی هر 

بانااد، باناادهای نااویزی شناسااایی شااده و در نهایاات بااا 

-Kبنادی  خص شاباهت سااختاری و خوشاه   ترکیب شا

means [27]شوندباندهای جدید استخراج می . 

بندی بررسای شاده از اطلاعاات    های خوشهروش عمده

آماری و تفاسیر ریاضی مقادیر باندهای تصویر به منظور 

کنناد و در ایان   بنادی ایان بانادها اساتفاده مای     خوشه

لص تصویر تحقیقات، بهره برداری از اطلاعات اجزای خا

مورد غفلت واقع شده اسات. بادین منظاور هادف ایان      

مقالااه توسااعه روشاای باادون نظااارت جهاات اسااتخراج 

بنادی  های کاهش یافته طیفای از طریاق خوشاه   ویژگی

باندهای تصویر بر مبنای اجازای خاالص تصاویر اسات.     

بندی باندها بر مبنای اجزای خاالص  بدین ترتیب خوشه

اسیر فیزیکی هر تصویر به ترین تفتصویر که یکی از مهم

روند، انجام خواهد شد. باه عناوان ناوآوری در    شمار می

بندی باندها در فضاای  روش پیشنهادی این مقاله خوشه

پذیرد که محورهای این پدیده اجزای خالص صورت می

فضا همان اجزای خالص تصویر هستند. این مقاله شامل 

فاده، های ماورد اسات  بخش مقدمه، روش تحقیق، داده 5

گیری و پیشنهادات است کاه  ارائه نتایج و بحث و نتیجه

ها در ادامه مطارح  بخش مقدمه مطرح شد و سایر بخش

 شده است.

 روش تحقیق -2

بنادی بانادها در   فلوچارت روش پیشنهادی کاه خوشاه  

شاود،  ( نامیده مای EPBC)  1فضای پدیده اجزای خالص

در اسات. هماانطور کااه   ( نشاان داده شاده  1در شاکل ) 

شود، روش تحقیق دارای دو فاز کلی تصویر مشاهده می

های کاهش یافته و ارزیابی نتایج است. فااز  تولید ویژگی

 EPBCهای کاهش یافته، همان روند روش تولید ویژگی

، 2است که شامل پنج بخش اصلی تخماین بعاد مجاازی   

تصویر، تشکیل فضاای پدیاده،     3استخراج اجزای خالص

های طیفای اسات.   استخراج ویژگی بندی باندها وخوشه

همچنین در فاز ارزیابی نتایج، به منظور ارزیابی عملکرد 

هاای  بندی تصاویر باا ویژگای   روش پیشنهادی، از طبقه

 استخراج شده، استفاده شده است.

                                                           
1 Endmember Prototype Band Clustering 
2 Virtual Dimensionality 
3 Endmember Extraction 
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(EPBC): فلوچارت روش پیشنهادی 1شكل 

 

 تخمین بعد مجازی تصویر -1-2

های اساتخراج اجازای خاالص    از آنجا که اکثر الگوریتم

نیاز به دانستن تعداد اجازای خاالص تصاویر دارناد، در     

روش پیشنهادی از تخمین بعاد مجاازی تصاویر بارای     

تعیین تعداد اجزای خالص تصویر اساتفاده شاده اسات.    

منظور از بعد مجاازی کمتارین تعاداد مناابع سایگنال      

یز طیفی است که تصاویر ابرطیفی را از نقطاه نظار   متما

. در [28]کناد بندی عوارض تشریح میتشخیص و طبقه

این مقاله از روش شناسایی زیرفضای سیگنال ابرطیفای  

(، کاه از مرساوم  HySime) 1با استفاده از کمتارین خطاا  

های تخمین بعد مجازی است، استفاده شاده  ترین روش

 2008خساتین باار در ساال    ن HySimeاست. الگوریتم 

توسط دیاز و ناسیمنتو ارائه شد و جزئیاات و رواباط آن   

( بیان شده 2007به تفصیل توسط ناسیمنتو همکاران )

نظارت، اتوماتیک و یک روش بدون HySime. [29]است

                                                           
1 Hyperspectral Signal Identification by Minimum 

Error  

اصلی ایان روش   است. ایده  2بر مبنای تجزیه بردار ویژه

جوی در زیار  جست بوسیله یافتن ابعاد زیرفضای سیگنال

که بهترین  ای از بردارهای ویژه است، به نحویمجموعه

برای زیرفضای سیگنال باشد. در واقع این روش  نماینده

هااای همبساتگی ساایگنال و نااویز  باا تخمااین مااتریس  

ای از بردارهای ویژگای باه نحاوی برگزیاده     زیرمجموعه

شود، که زیرفضای سیگنال انتخابی حاداقل مربعاات   می

داشااته باشااد. در ایاان روش در مرحلااه اول   خطااا را 

های همبستگی سایگنال و ناویز باا اساتفاده از     ماتریس

شاوند و ساپس باا    رگرسیون چندگانه تخمین زده مای 

ماااتریس همبسااتگی  گیااری از بردارهااای ویااژه بهااره

شود. زیر ای از زیرفضای تودرتو ایجاد میسیگنال، دنباله

ن مجموع تاوان  فضای سیگنال بوسیله به حداقل رساند

گردد، کاه باه   با توان نویز حاصل می 3خطای تصویر شده

دهناده در ابعااد   دهناده و افازایش  ترتیب نقش کااهش 

                                                           
2 Decomposed-based 
3 Projection Error Power 
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1403تابستان  شماره دوم   ال دوازدهمس

زیرفضا دارند. بنابراین، هرگاه ابعاد زیرفضا بایش از حاد   

-برآورد گردد، ترم توان نویز بخش عمده را تشکیل مای 

 دهد و از سویی دیگر، اگر ابعاد زیرفضاای کمتار از حاد   

انتظار تخمین زده شود، ترم توان خطاای تصویرساازی   

بخش غالب خواهدبود. بدین منظور بکار باردن متوساط   

( باه منظاور انتخااب زیار     MSE) 1حداقل مربعاات خطاا  

-ای از بردارهای ویژگی مناسب، منجربه کمینهمجموعه

گردد که دارای دو ترم اسات. تارم   سازی تابع هدف می

تصاویر شاده کاه نقااش    اول، مرباو  باه تاوان خطااای    

کناد و تارم دوم   دهنده را در ابعاد زیرفضا ایفا میکاهش

-مربو  به توان تصویرسازی نویز است، که نقش افزایش

(، 1دهنده ابعاد زیرفضا را برعهاده دارد. مطاابق رابطاه )   

تاوان باه شاکل    را می (y) هر پیکسل از تصویر ابرطیفی

 به شکل زیر فرض نمود:یک بردار طیفی 

y(                                         1رابطه) x n  

بیانگر  Lاند )بعدی-Lبردارهای  nو  x(، 1در رابطه )

ز ترتیب بیانگر سیگنال و نوی که به تعداد باندها است(

ه اند. بدین ترتیب این الگوریتم در دو مرحلشوندهجمع

اصلی تخمین نویز و تخمین زیرفضای سیگنال دنبال 

 شود.می

 استخراج اجزای خالص تصویر -2-2

منظور از اجزای خالص، مشخصه طیفی موادی است که 

شاوند. در  از نظر ماکروسکوپی خالص در نظر گرفته مای 

ص تصاویر، تعیاین   نتیجه منظور از استخراج اجزای خال

دهناده تصاویر   منحنی امضای طیفای عاوارض تشاکیل   

های استخراج اجزای خاالص تصاویر را مای    است. روش

تااوان بااه چهااار دسااته کلاای مورفولااو یکی، آماااری    

غیرپارامتریااک، آماااری پارامتریااک و هندساای تقساایم 

هاای هندسای   بندی نمود. در این بین اساتفاده از روش 

 بسیار مرسوم است. 

بااارای   N-FINDRمقالاااه از روش هندسااای  در ایااان

. [30]استخراج اجزای خالص تصویر استفاده شده اسات 

                                                           
1 Mean Square Error 

باا بیشاترین    2محادبی  این روش به دنبال یافتن پوساته 

تواند با استفاده از یک وارونگای غیار   حجم است که می

ابرطیفی محا  شاود. در ایان روش    خطی ساده به داده

تصاویر اساتب باه    های خالص در فرض بر وجود پیکسل

عبارت دیگر فرض بر آن است که حداقل یاک پیکسال   

خالص از هریک از اجزای خالص در تصویر موجود است 

محدب اولیه وجاود نادارد. در    و نیازی به تعریت پوسته

پذیرد پردازش صورت میاین الگوریتم در ابتدا یک پیش

محدب تعیین گاردد،   که در آن برای آنکه حجم پوسته

های فضای ویژگی تصویر با استفاده از یکی از روشابعاد 

( باه یاک واحاد    OSP) 3تصویرسازی زیرفضاای متعاماد  

یاباد. از  کمتر از تعداد اجزای خالص تصویر کااهش مای  

اشااره کارد.    MNFتوان به تبدیل ها میجمله این روش

محدب تعیاین گاردد. بادین     در ادامه باید حجم پوسته

-( تعریات مای  2ابطاه ) باه صاورت ر   Eمنظور ماتریس 

 .[30]گردد

       (                 2رابطه)
1 2

1 1 ... 1

... l

E
e e e

 
  
 

 

خالص طیت جز بردار ستونی  e(، 2در ماتریس رابطه )

i کاه باا اجازای خاالص      یمحدب ام است. حجم پوسته

متناساب باا دترمیناان     ،تخمین زده شده تشکیل شاده 

 شود.می محاسبه (3)طریق رابطه است و از  Eماتریس 

1(                      3رابطه)
( ) ( )

( 1)!
V E abs E

l



 

)(، 3) رابطهدر  1)l  که داده اشغال  ابعاد فضایی است

، قدر مطلق دترمینان ماتریس absو منظور از  کندمی

E .در این روش در ابتدا یک مجموعه تصادفی از  است

-ها به عنوان اجزای خالص درنظر گرفته میپیکسل

شوند. سپس برای بهبود تخمین اجزای خالص، هر یک 

های تصویر باید از لحام آنکه یک پیکسل از پیکسل

ظور د. بدین مننخالص یا تقریبا خالص باشد، ارزیابی شو

محدب باید با جایگزینی هر پیکسل با هر  حجم پوسته

                                                           
2 Simplex 
3 Orthogonal Subspace Projection 
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جزخالص محاسبه گردد. اگر این جایگزینی باعث 

محدب شود، آن پیکسل به جای  افزایش حجم پوسته

آن جزخالص قرار خواهد گرفت و این پروسه تا جایی 

شود که هیچ جایگزینی برای اجزای خالص تکرار می

ی ا  رئوس پوستهصورت نپذیرد. در این صورت نق

محدب، همان اجزای خالص تصویر خواهند بود. از 

توان به سادگی و اجرای سریع های این روش میمزیت

 آن اشاره نمود.

 زای خالص تصویرتشكیل فضای پدیده اج -۳-2

پس از استخراج طیت اجزای خالص تصویر، لازم اسات   

فضااای پدیااده اجاازای خااالص تصااویر تشااکیل شااود.  

گفته شد، محورهای این فضا همان اجازای  همانطور که 

خالص موجاود در تصاویر باوده و هار یاک از بانادهای       

تصویر به عنوان یک نقطاه در ایان فضاا حضاور دارناد.      

ر چنانچه تعداد اجزای خالص تصویر )بعد مجازی( را براب

n  فرض کنیم، یک فضای پدیدهn   بعدی تشاکیل مای-

 توان به شکل یک نقطاه شود که هر باند از تصویر را می

 ( در نظر گرفت:4بعدی به فرم رابطه ) nدر این فضای 

(               4رابطه)
,1 ,2 ,...i i i i nB m m m    

ام تصویر و  iبیانگر باند  iB(، 4در رابطه )
,i jm 

ام  iام در باند  nبیانگر مقدار بازتاب طیفی جز خالص 

 تصویر است.

 بندی باندهاخوشه -4-2

پس از تشکیل فضای پدیده، باندها در این فضا با 

. به گردندبندی میخوشه K-means استفاده از روش

 ها، می توان تعداد آنمنظور تعیین تعداد بهینه خوشه

 را برابر بعد مجازی تصویر درنظر گرفت. در این تحقیق

برای بررسی بیشتر، تعداد خوشه ها از یک دوم مقدار 

بعد مجازی تا مقدار بعد مجازی تنظیم شده و مورد 

 بررسی قرار گرفته است. 

 های کاهش یافته طیفی استخراج ویژگی -5-2

ین مرکز هر از یک بندی باندها و تعیپس از خوشه

های تصویر ها، برای انتقال فضای تمامی پیکسلخوشه

دار بعدیافته از روش میانگین وزنبه فضای کاهش

است. بدین منظور در ابتدا یک وزن برای استفاده شده

است. برای هر یک از باندهای تصویر محاسبه شده

ی اقلیدسی هر باند محاسبه این وزن، که براساس فاصله

منتسب شده به آن در فضای پدیده  مرکز خوشهاز 

 ( استفاده شده است.5است، از رابطه )

                                  (5رابطه)
,

1

1
i i

i

b c

w
D




  

ام تصویر، و  iوزن باند  iw( منظور از 5در رابطه )

منظور از 
,i ib cD  فاصله اقلیدسی باندi ( امiB و )

( iCام به آن منتسب شده ) iای که باند مرکز خوشه
پس از محاسبه وزن هر یک از  در فضای پدیده است.

دار( برای محاسبه ( )میانگین وزن6باندها، از رابطه )

های یافته برای تمامی پیکسلمقادیر باندهای کاهش

 است. تصویر استفاده شده

                             (6رابطه)
,

,

,

1

1

*
i

k i

i

k i

n

B k i

k
i n

B

k

w B

C

w










 

باند استخراج شده از خوشه iC( منظور از 6در رابطه )

i  ،امin  تعداد باندهای منتسب شده به خوشه𝑖   ،ام

,k iBباندk ام منتسب به خوشهi و   ام
,k iBw  وزن این

بندی را ها در مرحله خوشهباند است. اگر تعداد خوشه

ت kبرابر  ویژگی طیفی  kفرض کنیم، در نهای

استخراج شده و در نهایت یک تصویر کاهش بعد یافته 

 گردد.طیفی حاصل می

 ارزیابی نتایج  -6-2

برای بررسی و ارزیابی روش استخراج ویژگی پیشنهادی 

EPBC1کننده بیشترین شباهتبندی، از طبقه (ML  )

های کاهش ویژگی که استفاده از آن جهت بررسی روش

. از مزایای [31]بسیار مرسوم است، استفاده شده است

توان به سادگی، سرعت بالا برای فضای این روش می

و عدم نیاز به تنظیم پارامترهای  ویژگی با ابعاد پایین

                                                           
1 Maximum Likelihood 
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اولیه اشاره نمود. همچنین به منظور ارزیابی نتایج 

، که 2و ضریب کاپا 1بندی از معیارهای دقت کلیطبقه

گردند، استفاده شده استخراج می  3از ماتریس ابهام

بندی نسبت تعداد است. منظور از دقت کلی طبقه

ه تعداد بندی شده بهای آزمایشی درست طبقهنمونه

های آزمایشی است. این معیار بیانگر دقت کل نمونه

بندی درکل تصویر است. ضریب کاپا معیاری از طبقه

های بندی شده و دادهتطابق یا دقت بین نقشه طبقه

مرجع است. این معیار بیانگر کاهش خطای نسبی 

بندی انجام شده در مقایسه با ایجادشده بوسیله طبقه

ی ( نحوه7کاملا تصادفی است. رابطه )بندی یک طبقه

 .[32]کرده استمحاسبه ضریب کاپا را بیان

 (7رابطه)

,1 1

2

1

( * ) ( )
r r

i j i ji j i j

r

i ji j

M n n n
K

M n n

   

 






 


 

تعداد سطرهای ماتریس ابهام،  r ،(7در رابطه )
,i jn 

 jو ستون iهای موجود در سطر تعداد پیکسل
 iهای واقع در سطرمجموع پیکسل inماتریس ابهام، 

ام ماتریس ابهام، 
jn های واقع در مجموع پیکسل

 برابر با تعداد کل Mام ماتریس ابهام و jستون

 های ماتریس ابهام است.پیکسل

 های مورد استفادهداده -۳

به منظور بررسی و ارزیابی کیفیت فضای ویژگی 

-، به طبقهEPBCیافته طیفی تولیدشده با روش کاهش

دانشگاه و  4های هندیبندی دو تصویر ابرطیفی کاج

با این فضای ویژگی اقدام شده است. در ادامه در   5پاویا

مورد این دو تصویر توضیحات مختصری ارائه شده 

 است. 

                                                           
1 Overall Accuracy 
2 Kappa Coefficient 
3 Confusion Matrix 
4 Indian Pines 
5 Pavia University 

 های هندیصویر کاجت -1-۳

بوسایله سانجنده    1992این تصویر ابرطیفای در ساال   

( از پایگااه آزمایشای   AVIRIS) 6مرئی/مادون قرمز هوایی

غربای  مایل مربع، واقع در شامال   4به مساحت تقریبی 

ی طاول ماوج   باندطیفی در بازه 224ایالت ایندیانا و در 

نانومتر اخذ شده است. این تصویر دارای  2500تا  400

متااری  20پیکساال و پیکساال سااایز  145*145ابعاااد 

هاای  است. دو سوم ساطح پوشاش ایان تصاویر، زماین     

کشاورزی و یک سوم باقیمانده جنگال و ساایر گیاهاان    

ی این تصاویر پاس از حاذف    طبیعی است. تعداد باندها

رسد. همچنین برای باند می 200باندهای جذبی آب به 

کلاس در نظار گرفتاه    16عوارض موجود در این تصویر 

-( یک ترکیب رنگی کا ب و نموناه 2شده است. شکل )

هاای هنادی را   های واقعیت زمینی داده ابر طیفی کااج 

 دهد.نشان می

 اه پاویاتصویر دانشگ -2-۳

توسط سنجنده تصویربرداری سیستم اپتیک این تصویر 

( از دانشااگاه پاویااا در شاامال کشااور  ROSIS) 7بازتااابی

ایتالیا توسط آ انس فضایی ملی آلمان اخذ شاده اسات.   

باناد طیفای اخاذ     115این مجموعه داده بطور کلی در 

باند آن به عنوان باندهای نویزی از ایان   12بود، که شده

، در نهایات ایان تصاویر    داده حذف گردیدناد. بناابراین  

پیکساال و  340*610بانااد طیفاای و ابعاااد  103دارای 

متری است. همچناین بارای عاوارض     3/1پیکسل سایز 

کلاس درنظر گرفته شده است.  9موجود در این تصویر 

هاای  ( یک ترکیب رنگی کا ب به همراه نموناه 3شکل )

 واقعیت زمینی از این تصویر را نشان می دهد.

 
 

                                                           
6 Airborne Visible/Infrared Imaging Spectrometer 
7 Reflective Optics System Imaging Spectrometer 
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  )ب( )الف(

های واقعیت زمینیهای هندی الف( ترکیب رنگی کاذب و ب( نمونهکاج: تصویر ابر طیفی 2شكل 

 

 

 

 

 

 
  )ب( )الف(

 های واقعیت زمینیالف( ترکیب رنگی کاذب و ب( نمونه پاویا: تصویر ابر طیفی دانشگاه ۳شكل 

 یج و بحثارائه نتا -4

برای ارزیابی روش پیشنهادی، این روش باا چهاار روش   

کاهش ویژگی مرسوم مقایساه شاده اسات. ایان چهاار      

هاای  باه عناوان روش   ICAو  PCA ،MNFروش شامل 

-به عنوان روش نظارت شاده، مای   LDAبدون نظارت و 

ها های آموزشی و آزمایشی برای تمامی روشباشد. داده

یکساان در نظار گرفتاه شاده اسات. تعاداد حاالات در        

های آزمایشی دو تصویر مورد نظرگرفته شده برای نمونه

( آمده است. لازم به  کر است که 1استفاده، در جدول )

های آموزشی به صورت کاملا تصادفی انتخاب لیه دادهک

هاای آموزشای، درصاد    شده اند و منظور از درصد نمونه

نمونه های آزمایشی برای هر کلاس اسات. بارای مثاال    

فرض کنیم، منظور  10های آموزشی را اگر درصد نمونه

های حقیقت زمینای  درصد از کل داده 10این است که 

های آموزشی آن کلاس درنظر ههر کلاس به عنوان نمون

 گرفته شده است.
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 استفاده های آزمایشی تصاویر مورد: تعداد حالات در نظرگرفته شده برای نمونه 1جدول 

 تصویر
های داده تعداد

 حقیقت زمینی

های درصد نمونه

 آموزشی

های تعداد نمونه

 آموزشی

های تعداد نمونه

 آزمایشی

 10249 های هندیکاج
10 1009 9240 

20 2018 8231 

 42776 دانشگاه پاویا
5/2 1065 41711 

10 4273 38503 

 

روش پیشنهادی شامل دو پارامتر تنظیمی است. پارامتر 

اول نوع نویز در تخمین نویز مورد نیاز برای برآورد بعاد  

است که در این مقالاه   HySimeمجازی تصویر به روش 

           نااوع نااویز باارای هاار دو تصااویر، نااویز جمااع شااونده  

(Additive)     درنظر گرفته شاده اسات. خروجای مرحلاه ،

هاای هنادی برابار    جازی برای تصویر کاجتخمین بعد م

بوده اسات کاه    10و برای تصویر دانشگاه پاویا برابر  15

های واقعی موجاود در ایان   تا حد زیادی با تعداد کلاس

ها یاا  دو تصویر همخوان است. پارامتر دوم، تعداد خوشه

-همان تعداد باندهایی است که در نهایت استخراج مای 

ز آنجاا کاه باه دلیال وجاود      شوند. لازم به  کر اسات ا 

در روش  K-meansبنااادی باااه روش مرحلاااه خوشاااه

های استخراج شده در اجرای دفعاات  پیشنهادی، ویژگی

مختلت این روش یکتا نیستند، کلیه نتایج ارائه شاده از  

 بار اجرای این روش هستند. 10میانگین  EPBCروش 

( نمودار دقت کلی طبقاه بنادی بارای تصاویر     4شکل )

هندی را برای دو مجموعه داده های آموزشای  های کاج

های واقعیات زمینای( بارای تعاداد     نمونه %20و  10%)

ویژگای( نشاان    15تا   7های استخراج شده ) از ویژگی

( نمودار دقت کلای طبقاه   5دهد. بطور مشابه شکل )می

را بارای دو مجموعاه    ایا دانشاگاه پاو بندی برای تصویر 

برای   10تا  5های ویژگینمونه های آموزشی، در تعداد 

 دهد.روش های ارائه شده نشان می

  

  
 )ب( )الف(

 نمونه آموزشی %20نمونه آموزشی، ب:  %10های هندی، الف: : نمودار دقت کلی طبقه بندی برای تصویر کاج 4شكل 
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 )ب( )الف(

 نمونه آموزشی %10نمونه آموزشی، ب:  %5/2: نمودار دقت کلی طبقه بندی برای تصویر دانشگاه پاویا، الف:  5شكل 

-بندی با هار یاک از روش  همچنین بهترین نتایج طبقه

باااارای دو  LDAو  EPBC ،PCA ،MNF ،ICAهااااای 

تصویر مورد اساتفاده در دو حالات در نظرگرفتاه شاده     

( و 2برای نمونه های آموزشی، باه ترتیاب در جاداول )   

 ( آورده شده است.3)
 

های هندی و دانشگاه پاویا تصاویر طبقه بندی شده کاج

هاا در دو  در بهترین دقت EPBCبا فضای ویژگی روش 

هاای آموزشای در کناار تصاویر     حالت مختلت نموناه 

های حقیقت زمینای ایان تصااویر باه ترتیاب در      داده

( نشاااان داده شاااده اسااات. 7( و )6هاااای)شاااکل

 

 یهند هایکاج ریتصو یبندطبقه جینتا نی: بهتر 2جدول 

EPBC PCA MNF ICA LDA معیار ارزیابی 
درصد نمونه 

 آموزشی هر کلاس

 دقت کلی 39/69 36/59 26/72 85/59 54/74

 ضریب کاپا 654/0 543/0 682/0 548/0 712/0 10%

 تعداد ویژگی استخراج شده 15 12 10 12 9

 دقت کلی 86/74 60/63 75/72 7/62 66/75

 ضریب کاپا 712/0 584/0 685/0 572/0 721/0 20%

 تعداد ویژگی استخراج شده 11 14 12 10 13
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 دانشگاه پاویا ریتصو یطبقه بند جینتا نیبهتر:  ۳جدول 

EPBC PCA MNF ICA LDA معیار ارزیابی 
درصد نمونه 

 آموزشی هر کلاس

 دقت کلی 96/82 34/83 11/81 34/83 65/86

 ضریب کاپا 781/0 786/0 758/0 786/0 827/0 5/2%

 تعداد ویژگی استخراج شده 8 10 10 10 10

 دقت کلی 77/86 37/87 74/85 37/87 71/89

 ضریب کاپا 828/0 835/0 814/0 835/0 865/0 10%

 تعداد ویژگی استخراج شده 8 10 10 10 10

   
 )ج( )ب( )الف(

ها در بهترین دقت EPBCهای هندی با فضای ویژگی روش کاجهای واقعیت زمینی، تصاویر طبقه بندی شده : الف( داده 6شكل 

 هباند استخراج شد 9های آموزشی با نمونه %10شده و ج( باند استخراج 1۳های آموزشی با نمونه %20های، ب( برای حالت

 

   
 )ج( )ب( )الف(

ا هدر بهترین دقت EPBCهای واقعیت زمینی، تصاویر طبقه بندی شده دانشگاه پاویا با فضای ویژگی روش : الف( داده 7شكل 

 دهشباند استخراج  10های آموزشی با نمونه %5/2شده و ج( باند استخراج 10های آموزشی با نمونه %10های، ب( برای حالت
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هاای  دهد، که در تصویر کااج ( نشان می2نتایج جدول )

توانسته در هار   EPBCهندی استخراج ویژگی به روش 

های آموزشی، نسبت سایر دو حالت مختلت تعداد نمونه

ها دقت کلی و ضریب کاپای باالاتری را در طبقاه  روش

دهااد.  بناادی بااه روش بیشااترین شااباهت بااه دساات  

 (، در تصاویر 4همچنین با توجه به نمودارهاای شاکل )  

بارای   EPBCاستخراج ویژگی باه روش   یهند هایکاج

ی آموزشی و به ازای تعداد مختلات  هر دو مجموعه داده

های استخراج شده، در بسیاری از حالات بهترین ویژگی

( 4است. همانطور کاه در شاکل )  عملکرد را نشان داده 

در  EPBCجادی تارین رقیاب روش     شود،مشاهده می

ی های هندی روش نظارت شاده بندی تصویر کاجطبقه

LDA   بوده است. با این حال روش بدون نظاارتEPBC 

های آموزشای  در اغلب حالات، بخصوص در تعداد نمونه

خیلی کم توانسته دقت کلی طبقه بنادی باالاتری را در   

آن  باشاد، ایان امار بیاانگر    داشته LDAمقایسه با روش 

های آموزشی بسایار  است که در صورتی که تعداد نمونه

های کاهش ویژگای نظاارت شاده    کم باشد، لزوماً روش

هااای باادون نظااارت برتااری ندارنااد.  نساابت بااه روش

توان بیاان کارد   ( می3همچنین با بررسی نتایج جدول )

بندی تصویر دانشگاه پاویا استخراج ویژگای  که در طبقه

 باارای هاار دو مجموعااه دادهتوانسااته  EPBCبااه روش 

ها دقت کلای و  های آموزشی، نسبت به سایر روشنمونه

ضااریب کاپااای بااالاتری را در طبقااه بناادی بااه روش   

بیشترین شباهت برآورد نماید. از سویی دیگر، باا توجاه   

(، در تصااویر دانشااگاه پاویااا  5بااه نمودارهااای شااکل ) 

توانسااته در هاار دو  EPBCاسااتخراج ویژگاای بااه روش 

های آموزشی عملکرد بهتاری  مختلت تعداد نمونه حالت

-ها ارائه دهد. بدین ترتیاب، مای  را نسبت به سایر روش

ترین مزایای روش پیشنهادی این مطالعاه  توان از اصلی

به انطباق و تکیه آن بر عناصر  اتای تصااویر ابرطیفای،    

یعنی اجزای خالص، اشاره نمود. همچنین دیگار مزیات   

ایان اسات، کاه ایان      EPBCش استخراج ویژگی باه رو 

دهناد و همچناان دارای   ها تغییار ماهیات نمای   ویژگی

تاوان گفات از   تفسیر فیزیکای هساتند. همچناین مای    

هاای  بندی بیشترین شباهت باا ویژگای  که طبقهآنجایی

نتایج خاوبی باه هماراه     EPBCاستخراج شده به روش 

هاای باه توزیاع    داشته است، توزیع آماری ایان ویژگای  

 یک بوده است. نرمال نزد

 LDAو  PCA ،MNF ،ICAهای اساتخراج ویژگای   روش

معمولا به عنوان یک پیش پردازش باه منظاور کااهش    

ه ابعاد فضای ویژگی اولیه تصاویر ابرطیفی مورد اساتفاد 

یافتااه گیرنااد و بااه ناادرت فضااای ویژگاای کاااهش ماای

بندی بکاار  ها مستقیما برای طبقهمستخرج از این روش

-ر اینجا نیز اگرچه نتاایج دقات طبقاه   شود. دگرفته می

به  EPBCبندی با فضای ویژگی استخراج شده به روش 

بندی کننده بیشاترین  بندی تصویر با طبقهمنظور طبقه

شباهت کافی نیست، اما این روش توانسته است فضاای  

ویژگی کاهش یافته ای اساتخراج کناد کاه نسابت باه      

نامبرده از کیفیت باالاتری برخاوردار اسات.     چهار روش

توان از فضای ویژگی استخراج شده باه  بدین ترتیب می

هاای  به عنوان یک ورودی بارای پاردازش   EPBCروش 

هااای مکااانی از  بعاادی همچااون اسااتخراج ویژگاای   

رود خروجای  تصاویرابرطیفی استفاده نمود و انتظار مای 

ت به خروجای  ها نیز از کیفیت بالاتری نسباین پردازش

ها بر روی فضای ویژگی مساتخرج  اعمال همان پردازش

 های نامبرده برخوردار باشد.از روش

تر روش ارائه شده، زماان ماورد نیااز    برای بررسی جزئی

هاا ماورد   اجرای روش پیشنهادی نسبت به ساایر روش 

هاا در محاایط برنامااه  ارزیاابی قاارار گرفات. کلیااه روش  

اناد.  اجرا شاده   1وگل کولبنویسی پایتون و در پلتفرم گ

هاا بارای تصاویر    زمان مورد نیاز اجرای هر یک از روش

ویژگی طیفای   15های هندی و به منظور استخراج کاج

 ( بیان شده است.4در جدول )
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 ر هر روش بر حسب ثانیههای هندی دویژگی از تصویر کاج 15: زمان پردازش مورد نیاز برای استخراج  4جدول 

EPBC PCA MNF ICA LDA روش 

 )ثانیه(اجرا زمان  5/0 6/2 0/1 0/1 8/2

 گیری و پیشنهاداتنتیجه -5

نظاارت  که یاک روش بادون   EPBCدر این مقاله روش 

-ابرطیفی مبتنای بار خوشاه   استخراج ویژگی از تصاویر 

بندی باندها در فضای پدیده اجزای خالص اسات، ارائاه   

شد. در این روش پس از تخمین بعدمجازی تصاویر باه   

، استخراج اجزای خالص تصویر باه روش  HySimeروش 

N-FINDR پذیرد. سپس فضای پدیده اجزای صورت می

-Kخالص تشکیل شده و بانادها در ایان فضاا باه روش     

Means گردند. در نهایت باا اساتفاده از   بندی میهخوش

-دار، از هر خوشه یک ویژگی استخراج میمیانگین وزن

هاای  های هندی با ویژگیبندی داده کاجشود. در طبقه

بنادی کنناده   باا طبقاه   EPBCاستخراج شده باه روش  

 66/75بیشترین شباهت در بهترین حالات دقات کلای    

نسابت باه   درصد حاصل شد که ایان دقات باه ترتیاب     

، ICA  % ،96/12و  PCA ،MNFهای بدون نظارت روش

، LDAشده و نسبت به روش نظارت 06/12و %  %91/2 

بنادی داده  بالاتر بوده است. همچنین در طبقاه  %80/0 

هاای اساتخراج شاده باه روش     دانشگاه پاویا باا ویژگای  

EPBC بندی کننده بیشترین شباهت دقت کلی با طبقه

شد که این دقت به ترتیب نسابت  درصد حاصل  71/89

، %  ICAو  PCA ،MNFهااای باادون نظااارت  بااه روش

شاده  و نسبت به روش نظاارت  34/2و %  97/3، % 34/2

LDA % ،94/2       باالاتر باوده اسات. بادین ترتیاب نتااایج

-بدست آمده، برتری ایان روش را در اساتخراج ویژگای   

و  PCA ،MNF ،ICAهای طیفی نسبت باه چهاار روش   

LDA دهد.نشان می 

تااوان بااه ماای EPBCهااای روش پیشاانهادی از مزیاات

ی آن بر اجزای سادگی، سرعت مناسب و انطباق و تکیه

خالص تصاویر ابرطیفی، که از مهمترین تفاسیر فیزیکی 

ین اآیند، اشاره نمود. از معایب این تصاویر به حساب می

ای باودن فرآیناد آن و   توان به چند مرحلهروش نیز می

 تا نبودن نتایج آن در دفعات مختلت اجرای آن اشارهیک

 نمود. 

تاوان باه   به عنوان پیشانهاد بارای تحقیقاات آتای مای     

-های تخمین بعد مجاازی و روش استفاده از سایر روش

تار اساتخراج اجازای خاالص و همچناین      های پیشرفته

بنادی مانناد   تار خوشاه  هاای پیشارفته  استفاده از روش

DBSCAN  وK-medoids  بکارگیری روش پیشنهادی و

و حد تفکیک مکانی  در دیگر تصاویر ابرطیفی با پوشش

 متفاوت اشاره کرد.
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Abstract 

Hyperspectral images are a rich source of remote sensing data that are used in various studies, including 

agriculture, land cover/land use management and classification. However, the high dimensionality of feature 

space and limited number of training samples are among the main challenges in classifying these images and 

extracting information from them. Therefore, the use of feature reduction methods in two forms of feature 

selection and feature extraction is of great importance. Feature reduction methods are divided into two 

categories: supervised and unsupervised, that the unsupervised ones are more practical as they do not need any 

training data. In this study, an unsupervised method based on band clustering in endmember prototype space 

(EPBC) is presented. In this method, after estimating the virtual dimensionality of the image and extracting the 

endmembers, the endmember prototype space is formed and the bands are clustered using K-means clustering 

method in. Finally, the weighted mean of each cluster is extracted as a new feature. The final results obtained 

from classifying two hyperspectral images showed that the best overall accuracy of classification using the 

maximum likelihood classifier with features extracted by EPBC was %75.66 for the Indian Pines image and 

%89.71 for the Pavia University image, which outperformed well known unsupervised methods such as 

principal component analysis (PCA), minimum noise fraction (MNF), independent component analysis (ICA) 

and supervised method linear discriminant analysis (LDA). 
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