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 چکیده

 ،معادن و زیرزمیني هایآب استخراج نظیر انساني هایفعالیت همچنین و فشانآتش و زلزله مانند طبیعي هایپدیده وقوع دلیلبه زمین سطح

 جهت تقاضای بیشتر به منجر زمین، حرکات از ناشي خطرات از آگاهي افزایش اخیر، هایسال در. است جابجایي و تغییر حال در همواره

 زمین سطح جابجایي تخمین منظوربه های گوناگونيروش تاکنون. است شده هاجابجایي این درباره اعتمادقابل و جامع اطلاعات به یابيدست

 از حاصل جابجایي زماني سری آنالیز زمان، طول در زمین سطح جابجایي میزان برآورد جهت منابع ترینمهم ازجمله کهاند شدهارائه

 پردازشپس هایروش کارآمدترین. استموردتوجه قرار گرفته  کمتر زماني سری هایداده پردازشپس ،حالنی. باااست راداری سنجيتداخل

 استخراج بر علاوه توانمي زماني سری در تغییر نقطه با شناسایي کهینحو. بهاست زماني سری روند در تغییر نقاط يشناسای زماني، سری آنالیز

 زماني سری تغییر نقاط شناسایي جهتي روش بررسي به پژوهش این .نمود تحلیل زمان بعد نیز در را حاصل نتایج مکاني، اطلاعات

 قاره در زمینسطح حرکت پایش سامانه هایداده از و پردازدمي اروپا قاره در انساني و شناسيزمین هایفعالیت از ناشي زمین هایجابجایي

 و نویز قبیل از سنجيتداخل تشخیص نقاط تغییر در سری زماني جابجایي حاصل از در موجود هایچالشبه . باتوجهبردبهره مي (EGMS) اروپا

 ماشین یادگیری در عصبي هایشبکه پرکاربردترین و ترینساده از یکي عنوانبه چندلایه پرسپترون عصبي شبکه از استفاده فصلي، رفتارهای

درصد در شناسایي نقاط  97دهنده دقت بالای آمده نشاندست. نتایج بهباشد مؤثر غیرخطي روابط و پیچیده الگوهای شناسایي جهت تواندمي

های مدل کمک کند. همچنین قابلیت تواند به درک بهتر تغییرات زمینت مناسب است که ميتغییر و توانایي مدل در تشخیص تغییرات با دق

است. بر  شدههای متداول مقایسه قرار گرفته و نتایج حاصل با روش يهای جابجایي و شناسایي تغییرات موردبررسپیشنهادی در تحلیل داده

های های آماری دارد و همچنین در مقایسه با سایر روشر بهتری نسبت به روشاساس این مقایسه، روش پیشنهادی ازنظر دقت، عملکرد بسیا

 .است افتهیهزینه محاسباتي کاهش برابر 9یادگیری عمیق، حدود 
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 نیمهندسی فناوری اطلاعات مکا -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

 مقدمه -1

 ینک  عننوان بنه  راداریازدور سننجش  اخیر، هایدهه در

 سنطح  تغییرات پایش و مطالعه در نوین و قدرتمند ابزار

 و زیستمحیط ساخت،زمین هایحوزه در ویژهبه زمین،

 قابلیننت دلیننل بننه شننده و شننناخته بلایننا منندیریت

 زمنین،  سنطح  هنای جابجنایي  مکرر و دقیق گیریاندازه

از  دسنترس، یرقابلغ و دورافتاده وسیع، نواحي در ویژهبه

 هنای یکتکن از یکي[. 1]است  برخوردار ایویژه اهمیت

 کنه  اسنت  1راداری سننجي  تنداخل  زمیننه،  این در مؤثر

 دقنت  با را زمین سطح ها و تغییراتجابجایي است قادر

 اینن [. 2]نمایند   شناسنایي  وسنیع  هایمقیاس در و بالا

جامع را بنا   لاعاتياط راداری، هایداده تحلیل با تکنیک

 در وینژه بنه  و داده ارائنه  زمین تغییرات درباره دقت بالا 

 طبیعني  هنای فعالینت  از ناشني  زمین حرکات شناسایي

 تغیینرات  همچننین  و زمنین  هنای لغزش ها،زلزله مانند

 [.3]است  مفید انساني، هایفعالیت از ناشي

 از مختلفني  هنای مؤلفنه  شامل راداری سنجيفاز تداخل

 نزمی انحنای و اتمسفر توپوگرافي، نویز، جابجایي، قبیل

 بایند  جابجنایي،  دقیق مقدار به دستیابي جهت است که

 لینل د به اما ؛[4]شوند  حذف هامؤلفه این از یک هر اثر

 زمناني،  و مکناني  همبسنتگي  عدم مانند هایيمحدودیت

 حنذف  امکنان  توپوگرافي، و اتمسفری اثرات ماندن باقي

رد نندا  وجود جابجایي مقدار تعیین در اهمؤلفه اثر کامل

 را زمناني  سنری  آننالیز  محققنان  دلینل،  همنین  به[. 5]

 دقینق  مینزان  تعینین  جهنت  روشني مناسنب   عننوان به

 [.6]اند کرده پیشنهاد زمین جابجایي

 مینزان  بنار،  اولنین  بنرای  2000در سنال   بدین منظنور 

 زمنین  جابجایي ناشي از فرونشست در بخشي از سنطح 

 سننجي تنداخل  از حاصنل  زمناني سنری  الیزآنن  براساس

 جابجنایي  زمناني  سنری  اولین شد و زده تخمین راداری

 طنول  در تغییرات تحلیل و نظارت منظوربه زمین سطح

 مناهواره  پرتناب  بنا  همچننین، [. 7]گردیند   تولید زمان

                                                           
1 Interferometric Synthetic Aperture Radar (InSAR) 

 مکنرر  پنایش  منظوربه 2014 سال اواخر در 1-سنتینل

 و( روزه 12 و 6 زمناني  تفکینک قندرت   )بنا  زمین سطح

 دقیننق مننداری المننان بننا زمننین از حننداکیری پوشننش

 علاقنه  ،(مکرر گذرهای در متر 250 از کمتر اختلافات)

 یافنت و  افزایش زمین سطح جابجایي پایش به محققان

زمنین   جابجنایي  شناسایي در سعي متنوع، هایروش با

 نتنایج  صنحت  و دقنت  بهبنود  منظنور زمان، بنه  طول در

 .[8]داشتند 

 یکي که زمین سطح جابجایي سرعت نقشه ین،ب ینا در

 اسنت،  راداری سنجيتداخل بحث در مهم محصولات از

 ایيجابجن  زمناني  سری رفتار بر خطي یابيدرون با صرفاً

 زمناني  یسنر  نمنودار  اگر حال،ین[. باا9]شود مي ایجاد

 حاصل جابجایي سرعت نقشه باشد، نداشته خطي رفتار

 و هنناتحلیننل و بننود دنخواهنن واقعیننت از نمننودی آن از

؛ داد خواهنند قننرار الشننعاعتحننت را بعنندی تفسننیرهای

 سننجي تنداخل  زمناني  سنری  بنه  خنط  برازش بنابراین،

 جابجنایي  رفتنار  نمنایش  جهنت  مناسنبي  معیار راداری،

 آن از تواننمي و نیست متوالي هایسال در زمین سطح

 سنطح  تغیینرات  مطالعنه  جهنت  مناسب روشي عنوانبه

 .[10]کرد  استفاده مانز طول در زمین

 سنری  تحلینل  هنای روش بهترین از یکي راستا، این در

 نقطنه  تشنخیص  محندودیت،  اینن  با مقابله جهت زماني

 نقطنه  تشنخیص [. 11]اسنت   جابجنایي  رونند  در 2تغییر

 بنه  مختلن،،  هایروش کمک با که است مفهومي تغییر

 در زمناني  سنری  رونند  کنه  پنردازد مي نقاطي شناسایي

 نرخ نقاط، این در یگر،دعبارتبه است؛ کرده رتغیی هاآن

 با[. 12]کند مي تغییرآن  از بعد و قبل جابجایي سرعت

 تغیینرات  علت مدیریت امکان نقاط، این دقیق شناسایي

 دلینل  بنه  تغیینر  نقاط تشخیص هرچند. گرددمي فراهم

 جابجنایي،  زمناني  هنای سنری  در موجود هایپیچیدگي

 سنری  هنای داده تحلینل  در مهنم  چنالش  یک عنوانبه

 هنای روش از اسنتفاده  نیازمند و شودمي شناخته زماني

 متعننددی هننایروش تناکنون  اسننت، دقیننق و پیشنرفته 

                                                           
2 Change Point Detection (CPD) 
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            ناشاای  جابجااایی زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 

 ي،طنورکل . بنه اسنت  شده ارائه نقاط این شناسایي جهت

 و آمنار  بنر  مبتنني  دسنته  دو بنه  توانمي را هاروش این

 [.11]نمود  بندیتقسیم ماشین یادگیری بر مبتني

 بنا  تغیینر،  نقناط  شناسنایي  در مرسوم آماری هایروش

 متعنددی  هنای ناهنجناری  و هاپیچیدگي وجود به توجه

 عندم  دلینل  بنه  زمناني  هایسری هایداده کمبود مانند

 بنودن  یکسنان  عدم ها،از زمان برخي در تصویر برداشت

 پلنه  وجنود  ،1فصنلي  رفتارهای وجود برداری،نمونه فاصله

 و ننویز  وجنود  زمنان،  در ودنب غیرثابت زماني، سری در

 از حاصننل زمنناني سننری هننایداده در تلفیقنني رفتننار

 غالباً وداده ازدست را خود کارایي راداری، سنجيتداخل

 از ناگهنناني تغییننرات و پیچیننده الگوهننای شناسننایي در

 همچنین[. 15و  14، 13]نیستند  برخوردار کافي دقت

 چنند  از) ادزی بسیار هایداده وجود دلیل به هاروش این

 سننجي تداخل نتایج از حاصل( میلیونده چند تا هزارده

 صنرفه بنه مقنرون  محاسنباتي  بار و زمانازلحاظ  راداری،

 و نننوین رویکردهننای بننه نینناز بنننابراین،[؛ 16]نیسننتند 

 احسناس  هاداده این پردازش و تحلیل جهت کارآمدتری

 .شودمي

 بنر  مبتنني  هنای روش پیشنرفت  بنه  توجنه  بنا  رو،ینن ازا

 متعنندد هننایالگننوریتم از تننوانمنني ماشننین، یننادگیری

 نقاط شناسایي جهت عمیق یادگیری و ماشین یادگیری

 خنا،، طور به هاالگوریتم این[. 17]کرد  استفاده تغییر

 و پردازننندمنني بننزر  و پیچیننده هننایداده بننا کننار بننه

 شناسنایي  و هاویژگي استخراج در نظیریبي هایقابلیت

 تواننند مني  هنا روش اینن  همچننین، [. 18]دارند  الگوها

 راداری سننجي تداخل هایداده تحلیل در مؤثریطور به

 سنرعت  و دقنت  بنا  را تغیینر  نقاط و شوند گرفته کار به

 آمنوزش  جهت حال،ین[. باا19]نمایند  شناسایي بالایي

 آموزشني  هنای داده وجود یادگیری، بر مبتني هایمدل

 اهمینت  از باشند، شتهواقعیت دا از نمودی که یفیتباک

 .است برخوردار بالایي

 پرسننپترون عصننبي شننبکه از اسننتفاده راسننتا، ایننن در

                                                           
1 Seasonality 

 پرکناربردترین  و تنرین عننوان یکني از سناده   به 2چندلایه

 شناسنایي  امکان ماشین، یادگیری عصبي در هایشبکه

هنا را فنراهم   داده در غیرخطي روابط و پیچیده الگوهای

 سنایر  بنا  مقایسنه  در هنا، هشنبک  ننوع  این .[20]میاورد 

 و محاسننبات از حجننم عمیننق، عصننبي هننایشننبکه

برخوردار بنوده کنه موجنب کناهش      کمتری پارامترهای

 این همچنین[. 21]شوند مي محاسباتي زمان گیرچشم

 و عمیننق هننایویژگنني یننادگیری توانننایي هننا بننامنندل

پیچینده   هایداده در تغییر نقاط شناسایي به غیرخطي،

 غیرخطني  روابنط  سازیمدل یتباقابل و کرده کمک نیز

 موجنب  شناسني، زمنین  و طبیعي هایپدیده در پیچیده

 [.22]گردد  حاصل تریدقیق نتایج که شوندمي

 نقناط  تشنخیص  جهنت  روشني  توسعه مقاله، این هدف

زمنین حاصنل از    هنای جابجنایي  زمناني  سری در تغییر

 راداری بر مبنای شبکه عصبي پرسنپترون  سنجيتداخل

 از اسنتفاده  بنا  3هنای کناملاً متصنل   یه دارای لاینه چندلا

پنایش   سنامانه  هنای زمناني جابجنایي موجنود در    سری

 هنا اینن داده . اسنت  4در قناره اروپنا   زمنین  سطح حرکت

 هنای پنروژه  چنارچوب  در و 5اروپنا  فضنایي  آژانس توسط

 ژئوفیزینک  وازدور سنجش ینۀدرزم الملليبین همکاری

 ینۀدرزمجامع  و معتبر منبع یک عنواناند و بهشدهیهته

 قنرار مورداسنتفاده  در قناره اروپنا    زمین سطح جابجایي

این تحقیق بنه بررسني   . همچنین [24 و 23] گیرندمي

های شنبکه عصنبي پرسنپترون چندلاینه کناملاً      قابلیت

 و پرداختنه متصل در شناسایي و تحلیل تغییرات زمین 

 سنه مقای سننتي و پیشنرفته   هایروش با را حاصل نتایج

در این راستا، اهداف تحقیق شنامل بهبنود   . کرد خواهد

هنای سنری زمناني    دقت شناسایي نقناط تغیینر در داده  

هننای محاسننباتي مننرتبط بننا جابجننایي، کنناهش هزینننه

پنذیری  شناسایي نقاط تغییر، و بررسني قابلینت تعمنیم   

 .های دیگر استروش پیشنهادی به داده

                                                           
2 Multi-layer Perceptron (MLP) 
3 Fully Connected Networks (FCNs) 
4 European Ground Motion Service (EGMS) 
5 European Space Agency (ESA) 
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 نیهندسی فناوری اطلاعات مکام -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

ص نقاط تغییر در ادامه، ادبیات پژوهش مرتبط با تشخی

شود. سپس، سنجي راداری مرور ميو کاربردهای تداخل

هننای تحقیننق شننامل فرایننند   جزئیننات مننواد و روش 

 یارهنا یها، الگنوریتم مورداسنتفاده و مع  آوری دادهجمع

گردد. در بخش بعد، بحث و نتنایج  دقت ارائه مي يابیارز

گینری بینان   شنده و درنهاینت، نتیجنه   و تحلیل بررسي 

 .خواهد شد

 پژوهش پیشینه -2

 از یکي عنوانبه تغییر نقاط تشخیص اخیر، هایسال در

 زمنناني سننری هننایداده تحلیننل در کلینندی موضننوعات

موردتوجنه  جابجایي حاصنل از تنداخل سننجي راداری    

 نقنناطي شناسننایي بننه تکنیننک ایننن. اسننتقرارگرفتننه 

 طوربه هاآن روند یا هاداده توزیع هاآن در که پردازدمي

 بنه  بخنش،  اینن  در. شودمي تغییر دستخوش اریمعناد

 درمورداسنتفاده   هایتکنیک و هاروش ترینمهم بررسي

 کین  هنر  معایب و مزایا وشده پرداخته پیشین تحقیقات

 .گیردمي قرار تحلیل مورد

 پنردازش پس جهت را ( روشي2011همکاران ) و سیگنا

 هک کردند پیشنهاد راداری سنجيتداخل از حاصل نتایج

 زمننان طننول در را روننند بننالقوه تغییننرات اسننت قننادر

 طنور بنه  زمناني  سنری  پژوهش، این در. نماید شناسایي

 رونند  تنا  شنود مني  تقسنیم  زینربخش  چنندین  به ساده

 در و شننده مقایسننه یکنندیگر بننا مختلنن، هننایبخننش

 اینن  عاینب م. ازجمله گیرد قرار متفاوت هایبندیدسته

 اشناره  ازیجداسن  نقطنه  دستي تعیین به توانمي روش

 کناهش  يتنوجه قابنل  طنور بنه  را مندل  کنارایي  که کرد

 فصلي تغییرات و غیرخطي رفتارهای همچنین،. دهدمي

 [.25]شوند نمي گرفته نظر در روش این در

 جهنت  را شناخص  مجدد دو (2012همکاران ) و سیگنا

 بنر  سنجيتداخل زمانيسری روند از انحرافات شناسایي

 روش. کردنند  طراحني  سناده  ریاضنیات  رویکنرد  اساس

 دخالت نیازمند و بوده خودکارنیمه صورتبه پیشنهادی

 در بایند  زمانيسری تاریخچه روش، این در. است اپراتور

. نماید حفظ را خود کارایي بتواند مدل تا باشد دسترس

 نقطنه  ینک  شناسنایي  بنه  قادر تنها روش این همچنین،

 ارهایرفت وجود صورت در که است زمانيسری در تغییر

. یافنت  خواهند  کاهش مدل کارایي غیرخطي، و پیچیده

 توانند مني  زمنان  طنول  در هنا داده کمبود این، بر علاوه

 اینن  در پیشننهادی  هنای شاخص کارایي کاهش موجب

 [.26]شود  پژوهش

 بنندی کنلاس  روشي را جهنت  (2013همکاران ) برتي و

 هنای دنباله بر مبتني جابجایي، زماني هایسری خودکار

 بندیکلاس این. کردند ارائه آماری هایآزمون از شرطي

 ینر غ رفتنار  نظینر  شنده تعیین پیش از هایيدسته شامل

. اسنت  ناپیوسنته  و دوخطي دوم، درجه خطي، همبسته،

 معیننار اسنناس بننر پننژوهش ایننن درمورداسننتفاده  روش

 اینن  هنای ضنع، . ازجملنه  اسنت  شوارتز-بیزی اطلاعات

 بایاسني  کنه  کنرد  هاشنار  نکتنه  اینن  به توانمي پژوهش

 نتننایج در تفنناوت بننه منجننر اسننت ممکننن کوچننک

 تهوابس پیشنهادی روش این، بر علاوه. شود بندیکلاس

 از و بننوده سنناده آن منندل و اسننت اولیننه فرضننیات بننه

 هایسریآنکه حال کند؛مي تبعیت مشخص پارامترهای

 دارای راداری سنننننجيتننننداخل جابجننننایي زمنننناني

 فنر  پنیش  همچننین، . هسنتند  فراواني هایپیچیدگي

 کنه درحنالي  اسنت،  زمانيسری ایستایي روش این اصلي

 ولاًمعمن  راداری سنجيتداخل جابجایي زماني هایسری

 [.27]دارند  غیرایستا رفتار

 انتخاب الگوریتم اساس بر (2018همکاران ) راسپیني و

 شناسننایي جهننت را روشنني بیننزین، رویکننرد و متغیننر

 روش. دادننند یشنننهادپ جابجننایي الگننوی در تغییننرات

حند   زا و کنرده  عمنل  خودکارنیمه صورتبه پیشنهادی

 اسننتفاده زمناني سنری  نهنایي  بخنش  در گنذاری آسنتانه 

 استفاده به توانمي روش این هایضع،. ازجمله کندمي

 بنودن  خطني  فنر   غیرخودکنار،  گنذاری حد آستانه از

 شبی با زماني هایسری در مدل کارایي عدم و تغییرات

 [.28]نمود  اشاره تغییر نقطه یک از

 رونندهایي  تشخیص منظوربه (2020همکاران ) رفیک و

 فنازی  آنتروپني  از انند، نشنده  سنازی مندل  تنر پنیش  که

 زمناني سنری  هنای ویژگي تعیین جهت معیاری عنوانبه

 نظمني بني  از گینری بهنره  بنا  معینار  این. کردند استفاده
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            ناشاای  جابجااایی زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 

 این  سنهموی  فصنلي،  هنای سنیگنال  برای فازی آنتروپي

 تنر آشنفته  کنه  رونندهایي  بنرای  و پنایین  مقادیر ایتکه

 را بنالاتری  مقادیر( است غالب نویز هاآن در که) هستند

 بنرای  معیناری  فرضنیه،  اینن  اسناس  بنر  هاآن. گیردمي

 فنازی  آنتروپي. کردند ایجاد معنادار رفتارهای جداسازی

 تعرین،  بنه  نیناز  عندم  و پایین محاسباتي هزینه دلیلبه

 این نتایج. شودمي شناخته مناسبي معیار عنوانبه مدل،

 نموننه  چنند  و شنده سنازی شبیه هایداده روی بر روش

 اینن  هنای ضنع، . ازجملنه  شند  سنازی پیاده واقعي داده

 در پیشننهادی  روش کنارایي  عندم  بنه  توانمي پژوهش

 انتخناب  کنم،  بنرداری نموننه  تعنداد  بنا  زماني هایسری

 رونندهای  شناسنایي  در تواننایي  عدم آستانه، حد دستي

 پارامترهنای  همچنین تنظیم دستي و ترکیبي و پیچیده

 [.29]نمود  اشاره مختل،

 شناسنننایي منظنننوربنننه (2021همکننناران ) بوونگنننا و

 جابجنایي،  زمناني  هنای سنری  در غیرخطي هایجنبش

هنای  سنری  اینن  خودکنار  بنندی کنلاس  را جهت روشي

 شاخصني  هنا آن منظنور،  بندین . دادنند  پیشننهاد  زماني

 سنری  مشخصنات  که کردند ارائه فیشر توزیع بر مبتني

 پیشننهادی  روش. نمایند مني  توصی، را جابجایي زماني

 یازموردن پارامترهای حداقل خودکار صورتبه است قادر

 از اطمیننان  سنطح  بنا  را زمناني  سنری  سازیمدل برای

 ميعمو اگرچه روش این. آورد دستبه شدهتعیین پیش

 خطني  رونندهای  تقرینب  ایبنر  خنا،  طوربه اما است،

 هتنرین ب شناسنایي  از پس. شودمي استفاده مبنایقطعه

 مندل  از سنادگي بنه  تغیینر  نقناط  ای،چندجملنه  تقریب

 پننژوهش ایننن مشننکلات. ازجملننه شننوندمنني اسننتخراج

 ای،چندجملنه  هنای مندل  از صنرفاً  اسنتفاده  به توانمي

 بنه  بوطمر مشکلات و شدهسازیشبیه محیط در آزمون

 کمبنود  صنورت  در فیشر آزمون مانند آماری ایهآزمون

 [.30]کرد  اشاره داده

 انحرافات آشکارسازی جهت (2021همکاران ) حسین و

 زمنناني هننایسننری در جابجننایي تنندریجي تغییننرات و

 شناسنایي  رویکرد با آماری روشي راداری، سنجيتداخل

. دادنند  پیشنهاد خطبُرون و برخط صورتبه تغییر نقطه

 بنرخط  صنورت به تغییر نقطه شناسایي هش،پژو این در

 شنده پنردازش  هایداده با) خطبُرون و( آني هایداده با)

 دسترس در پژوهش این اصلي فر . شد انجام( پیشین

 از اسنتفاده  برای 1-سنتینل داده سال پنج حداقل بودن

. اسنت  تغیینر  نقطنه  شناسنایي  جهنت  آماری معیارهای

 کناهش  برای هایيجابجا مکاني همبستگي از همچنین،

 حنال، ین. بناا اسنت  شنده  بنرداری بهنره  هاپردازش زمان

 شنهری  منناطق  در دقینق  پردازش به نیاز کهيدرصورت

 اسنت  ممکنن  و است ضروری نقاط تکتک آنالیز باشد،

 ساده روشي پژوهش این. شود مدل کارایي کاهش باعث

 و انحرافننات صننورتبننه تغییننر نقطننه شناسننایي جهننت

 راداری سننجي تنداخل  زمانيسری در تدریجي تغییرات

-است که ازجمله هایيضع، دارای اما کند،مي پیشنهاد

 اشاره کرد پیچشي پنجره از استفاده توان بهيم هاآنی 

 حنذف  بنه  منجر پنجره، ابعاد بودن بزر  صورت در که

 کمبنود  صورت در این، بر علاوه. شودمي مفید اطلاعات

 از را خنود  کارایي دیپیشنها مدل زماني، سری در داده

 گوسنین  فیلتنر  از اسنتفاده  همچنین،. داد خواهد دست

 برخنني حننذف باعننث تغییننر نقطننه آشکارسننازی بننرای

 [.31]شود مي زمانيسری از اطلاعات

 رفتنار  شناسنایي  جهنت  (2022همکناران )  کالشنرتزه و 

 الگنوریتمي  جابجنایي،  زمناني  هنای سنری  در غیرعنادی 

 شنده نظنارت  بنندی طبقنه  و عمینق  یادگیری بر مبتني

 و ناگهاني هایگام شامل غیرعادی رفتار. دادند پیشنهاد

 مندل  از پژوهش، این در. است ناگهاني سرعت تغییرات

 اسنتفاده  دولاینه  مندت کوتاه طولاني حافظه بندیطبقه

 104 شنامل  تحقینق  این درمورداستفاده  هایداده. شد

 هنای سنال  بنه  مربنوط  A-1 سننتیتل  مناهواره  از تصویر

 تنثثیر  تحت ایمنطقه روی بر که بودند 2018 و 2015

 ایرلننند در کیلومترمربننع 44×63 ابعنناد بننه فروچالننه

 هنای سنری  که دهندمي نشان نتایج. اندشده آوریجمع

 درسنتي بنه  %99 دقت با توانمي را خطي روند با زماني

 هنای سری بندیطبقه دقت کهيدرحال کرد، بندیطبقه

 و ناگهناني  هنای گنام  نظینر  ادیغیرعن  تغییرات با زماني

. یابنندمنني کنناهش %62 بننه ناگهنناني سننرعت تغییننرات
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 نیهندسی فناوری اطلاعات مکام -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

 تحنت  منطقنه  بنرای  تنهنا  پیشنهادی روش سازیپیاده

 در فنرد منحصنربه  هنای جابجنایي  وجنود  فروچاله، تثثیر

 اسنت  حنالي  در این. کندمي تضمین را زماني هایسری

 سنرعت  تغیینرات  و ناگهناني  هایگام شناسایي برای که

 یا تدریجي هایلغزش نظیر کندتر، روندهای در گهانينا

 روش متغیننر، شننتاب بننا تنندریجي هننایفرونشسننت

 [.32]دهد مي دست از را خود کارایي پیشنهادی

 هننایمنندل از اسننتفاده بننا (2022همکنناران ) لاتنناری و

 هنای سنری  در تغییر نقاط شناسایي به عمیق، یادگیری

 راداری سننجي تنداخل  نتنایج  از حاصل جابجایي زماني

 هایحالت همچنین و تدریجي تغییرات هاآن. پرداختند

مدنظر قراردادنند   را جابجایي زماني هایسری در ایپله

 از هنناداده زمنناني همبسننتگي سننازیمنندل کننه جهننت

 دوطرفننه و منندتکوتنناه طننولاني حافظننه هننایسننلول

 هنا داده بردارینمونه نرخ گرفتن نظر در همچنین جهت

 بنه  زمنان اخنتلاف با اضافه کنردن ورودی  داده  کمبود و

 تغیینر  نقاط شناسایي اقدام به ،1های حافظه زمانيسلول

 هننایداده تولینند منظننورپننژوهش بننه ایننن در. کردننند

 تنهنا  آن در کنه  شد پیشنهاد خودکاری روش آموزشي،

 گوننه هنی   و دارد وجنود  جابجنایي  روند در تغییر نقاط

 هننایداده. دشننونمنني ایجنناد فصننلي رفتننار در تغییننری

 تثییند  منورد  خبره افراد توسط پژوهش این در آموزشي

 حافظننه روش از اسننتفاده حننال،ین. بننااگرفننت قننرار

 هنر  بنین  روابنط  تحلینل  دلیل به بلندمدت و مدتکوتاه

 هنا داده مینان  روابنط  تحلیل به که زماني سری در داده

 عنلاوه . دارد بنالایي  محاسباتي هزینه شود،مي منجر نیز

 صنرفاً  شنده سازیشبیه هایداده پژوهش این در این، بر

 کهشده است  بازبیني بصری صورتبه متخصصان توسط

نینز   را ناکارآمد آموزشي هایداده وجود احتمال امر این

 [.13]دهد مي افزایش

 و مکنان  تخمنین  منظنور به (2024همکاران ) و قادرپور

 جابجنایي،  زمناني  هنای سنری  در رونند  چنرخش  جهت

 این در. کردند اقدام زمین، شکل تغییر شاخص عنوانبه

                                                           
1 Time-gated LSTM (TGLSTM) 

 2متنوالي  عطن،  نقطنه  تشنخیص  ننام  به روشي پژوهش،

 تغیینر  نقطنه  تشخیص هایروش سایر و با شد پیشنهاد

 از بنزر   ایمجموعنه  از اسنتفاده  بنا . گردید نیز مقایسه

 ننویز،  مختلن،  اننواع  با شدهسازیشبیه زماني هایسری

 و کلني  دقنت ازنظر  پیشنهادی روش که شد داده نشان

 جهت و مکان تخمین جهت خطا مربعات میانگین ریشه

 دیگنر  هایروش به نسبت بهتری عملکرد روند، چرخش

 مطالعنه  یک عنوانبه. دارند پژوهش این در يموردبررس

 عطن،  نقاط شناسایي روش پیشنهادی جهت از موردی،

 سننجي راداری در حاصل از تنداخل  زماني هایسری در

 از اسنتفاده  بنا  کنه  شند  استفاده ایتالیا ینونفروز استان

 انجنام  بنندی طبقنه  زمنین،  کاربری پوشش و توپوگرافي

 نقاط که شد داده نشان تحقیق این در همچنین. گرفت

 بنا  بنالایي  همبستگي محلي بارش زماني سری در عط،

-جابجایي حاصنل از تنداخل   زماني سری در عط، نقاط

 بنارش  اسنت،  ینن ا دهندهنشان که دارند سنجي راداری

 شنمار بنه  منطقنه  در هنا جابجنایي  اصنلي  محنرک  عامل

 نیازمنند  پیشننهادی  روش که است ذکر به لازم. رودمي

 و اسنت  بنالا  یفینت باک دسنترس  در هنای داده تاریخچه

 سری انتهای و ابتدا تغییرات، وجود صورت در همچنین

 کیفینت  بررسني  عندم . باشند نمني  شناسایيقابل زماني

 دینده آموزش مدل شدید وابستگي و دشدهتولی هایداده

 هایضع، دیگر از شدهسازیشبیه هایداده مجموعه به

 [.12]رود مي شماربه روش این

هنای موجنود در   هنا و تکنینک  با توجنه بنه تننوع روش   

انتخناب روش  توان بینان کنرد کنه    ميپیشینه پژوهش، 

های خا، تشخیص نقاط تغییر به ویژگي جهتمناسب 

هداف تحقیق و شرایط محیطني بسنتگي دارد.   ها، اداده

های آمناری  های کلاسیک شامل آزمونحال، روشبااین

 ، آزمون3انباشته عطفي پسماندهای مجموع آزمون نظیر

 جهنت ای طنور گسنترده  به روند خطي و آزموننیل مک

هنای سنری زمناني بنه کنار      شناسایي تغیینرات در داده 

                                                           
2 Sequential Turning Point Detection (STPD) 
3 Cumulative Sum (CUSUM) 
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، يسادگتوان بهمي ها[. از مزایای این روش33] روندمي

و محاسبه سریع اشاره کرد، اما این  تفسیرپذیریقابلیت 

هنا را  ها معمولاً فرضیات خطي و نرمال بنودن داده روش

دهند که ممکن اسنت در دنینای واقعني    مدنظر قرار مي

 ها کاهش یابند برآورده نشوند و به همین دلیل دقت آن

-ی میننانگینهنای خودهمبسنته  [. همچننین مندل  11]

هنای  بینني سنری  سازی و پنیش مدل جهتنیز  1متحرک

روننند و بننا توجننه بننه تغییننرات در  کننار مننيزمنناني بننه

تواننند بنه شناسنایي نقناط تغیینر      پارامترهای مدل، مي

سنازی  هنا تواننایي مندل   [. اینن مندل  34] کمک کننند 

بیني دارنند، امنا   های زماني پیچیده و قابلیت پیشسری

ها ا و فرضیات ایستایي دادهنیاز به تعیین دقیق پارامتره

رو، [. ازاینن 35] برانگینز باشند  تواند چنالش دارند که مي

هنای عصنبي و   های نوین ماننند شنبکه  استفاده از روش

هننای ترکیبنني بننه دلیننل توانننایي یننادگیری   الگننوریتم

هنای  های پیچیده و کنارایي بنالا در تحلینل داده   ویژگي

ا بنه طنرز   هنا ر تواند دقنت و کنارایي تحلینل   بزر ، مي

ها نیاز به چشمگیری افزایش دهد؛ هرچند که این روش

آمنوزش و پیچیندگي در    جهنت هنا  حجم بالایي از داده

هنا بنه شنمار    تنظیم پارامترها دارنند کنه از معاینب آن   

رود. در این تحقیق، تمرکنز منا بنر روی اسنتفاده از     مي

در  خواهند بنود و  چندلایه  پرسپترونهای عصبي شبکه

ر تشننخیص نقنناط تغییننر ش پیشنننهادی دروبننه  ادامننه

 .های زماني جابجایي خواهیم پرداختسری

 مواد و روش -3

 هننایروش و مننواد دقیننق توصننی، بننه بخننش ایننن

 اصنلي  هندف . پنردازد مني  تحقینق  این در مورداستفاده

 زمنناني سننری در تغییننر نقنناط شناسننایي تحقیننق،

 سننجي تنداخل  از اسنتفاده  با زمین سطح هایجابجایي

 .است متصل کاملاً عصبي هایشبکه و راداری

 نقطنه  شناسنایي  قبلي هایمعماری با پیشنهادی شبکه

 از حاصننل هننایجابجننایي زمنناني سننری در تغییننر

 قننرار بررسنني مننورد اخیننراً کننه راداری سنننجيتننداخل

                                                           
1 Autoregressive Integrated Moving Average (ARIMA) 

 هایویژگي ترینمهم کلي، طوربه. دارد تفاوت اند،گرفته

 املاًکن  عصنبي  شنبکه  یک: از عبارتند پیشنهادی شبکه

 هنای ویژگني  اسنتخراج  بنه  قادر که چندمقیاسي متصل

 معمناری  این. دارد ورودی هایداده از بالا و پایین سطح

 کنه  است مختل، هسته هایاندازه با لایه چندین شامل

 فنراهم  را متفناوت  هنای مقیاس در هاداده تحلیل امکان

 هنا، ویژگي سازیفشرده و ابعاد کاهش منظوربه. کندمي

 بنرای  همچنین،. است شده استفاده پولینگ هایهلای از

 غیرخطنني، روابننط یننادگیری و منندل ظرفیننت افننزایش

 نهاینت،  در. انند شنده  گرفته کاربه متصل کاملاً هایلایه

 احتمنال  سیگموئید، سازیفعال تابع با خروجي لایه یک

 بر علاوه. زندمي تخمین را زمان هر در تغییر نقطه وقوع

 بنا  تغیینر  نقاط برابر در شبکه سازیوممقا منظوربه این،

 افنزایش  متنوع هایتکنیک از مختل،، هایجهت و زوایا

 .است شده استفاده 2هاداده

 منطقه مطالعاتی -1-3

 قاره از خاصي نواحي شامل تحقیق این مطالعاتيمنطقۀ 

 هنای فعالینت  دلینل  بنه  کنه  ( است1مطابق شکل) اروپا

 برخننوردار ادیزینن اهمیننت از انسنناني و شناسننيزمننین

 هنایي پدینده  تنثثیر  تحنت  وینژه به نواحي باشند. اینمي

 از ناشني  تغیینرات  و زمنین  هنای لغنزش  هنا، زلزله نظیر

 درمورداستفاده  هایداده. دارند قرار عمراني هایفعالیت

 کنه  انند بنارگیری شنده   3EGMS سنامانه  از تحقینق  این

 نقناط  در شنده ثبنت  جابجنایي  زمناني  هنای سری شامل

 دسنت بنه  راداری سننجي تداخل از و است اروپا مختل،

 منبنع  ینک  عننوان بنه  هنا داده اینن [. 24 و 23]اند آمده

 وشنده  اسنتفاده  زمنین  جابجایي ینۀدرزم جامع و معتبر

. انند شنده  دهيسازمان مکاني-بردارهای زماني صورتبه

 پیشنهادی، عصبي شبکه پذیریتعمیم افزایش منظوربه

 از و اسنت  شنده  بندیتقسیم احیهن چندین به اروپا قاره

 انند شنده  انتخاب داده تعدادی تصادفي طوربه ناحیه هر

 زماني هایسری از مختلفي هاینمونه شامل یک هر که

                                                           
2 Data Augmentation 
3 European Ground Motion Service 

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
12

.4
.1

09
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                             7 / 27

http://dx.doi.org/10.61882/jgit.12.4.109
https://jgit.kntu.ac.ir/article-1-970-en.html


 

 116 

 نیهندسی فناوری اطلاعات مکام -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

 .باشندمي جابجایي

 اکینر  از شنود، مني  مشناهده  (1) شنکل  از که طورهمان

 و شنده  انتخناب  داده تصنادفي  طنور به اروپا قاره نواحي

از سننامانه  جابجننایي زمنناني ریسنن 10،000درمجمننوع 

EGMS از هننایينمونننه (2) شننکل. گردینند بننارگیری 

 .دهدمي نشان را EGMS سامانه هایداده

 
 (مطالعه موردهای قرمز: نواحی یرهدا: منطقه مورد مطالعاتی )1شکل 

 
 .باشدمی دائم گرپراکنش یک به مربوط زمانی سری هر که EGMS سامانه هایداده از نمونه چند: 2 شکل
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 دتولینن بننه نینناز مناسننب، هننایداده آوریجمننع از پننس

 وجود شبکه عصبي آموزش جهت تغییرات هایبرچسب

 تغیینرات  شنامل  تغیینر،  نقناط  ابتندا  منظور، بدین. دارد

 بصنری  طنور بنه  کنه  هنا جابجایي در تدریجي یا ناگهاني

 انند، شنده  تثییند  و شناسنایي  خبنره  کارشناسنان  توسط

 شنوند؛ مني  مشنخص  ینک  و صنفر  هنای ربنردا  صورتبه

 رونند  در تغیینر  وجنود  دهندهنشان 1 مقدار کهطوریبه

 وقنوع  دهننده نشنان  اسنت  ممکنن  نقناط  اینن . باشدمي

 .باشند ساختاری یا شناسيزمین رویدادهای

 1هاتقویت داده -3-2

 اهشکن  و مندل  عملکنرد  بهبنود  منظوربه هاداده تقویت

 کنه  زماني ویژهبه ،است ضروری امری برازش،بیش خطر

[. 36]باشند  محدود شدهگذاریبرچسب هایتعداد داده

 جهننت مناسننب حننلراه یننک همچنننین روش ایننن

رود مني  شنمار  بنه  نوسنانات  برابنر  در مندل  سازیمقاوم

 دارد وجود هاداده تقویت برای مختلفي هایروش[. 18]

شامل افزودن نویز، تغییر مقیناس، تغیینرات زمناني،    که 

 ایننن در[. 37] و تغییننرات لگنناریتمي اسننت ترکیننب، 

 هنناداده تقویننت بننرای مختلفنني هننایروش از پننژوهش،

شده، شامل ابتدا، با افزودن نویزهای توزیع . شد استفاده

هنا افنزایش   توزیع نرمال، پوآسن و یکنواخت، تنوع داده

تر شود. سپس، بنا  یافت تا مدل نسبت به نوسانات مقاوم

هنای  هنای زمناني، داده  یتغییر مقیناس و ترکینب سنر   

ها منجر بنه  جدیدی تولید شد. این عملیات تقویت داده

های زماني آموزشني  برابری تعداد سری 5افزایش تقریباً 

 .شد

 پیشنهادی روش -3-3

 در تغییننر نقنناط شناسننایي منظننوربننه پننژوهش ایننن در

 عصنبي  هنای شنبکه  از جابجنایي،  زماني سری هایداده

 هنای شنبکه شنده اسنت.    هاسنتفاد چندلاینه   پرسپترون

متصنل   های کناملاً چندلایه که از لایه پرسپترون عصبي

 در کنه  هسنتند  عصبي هایشبکه از نوعي برند،يمبهره 

 ینۀ لا هنای ننورون  تمنامي  با لایه یک در نورون هر هاآن

                                                           
1 Data augmentation 

 هنای معمناری  بنا  پیشننهادی  شبکه. دارد ارتباط بعدی

 هاییيجابجا زماني سری در تغییر نقطه شناسایي قبلي

 يموردبررسن  اخینراً  کنه  راداری سنجيتداخل از حاصل

 ي،طننورکل[. بننه32 و 13]دارد  ، تفنناوتاننندقرارگرفتننه

 یک: از اندعبارت پیشنهادی شبکه هایویژگي ترینمهم

 بنه  قنادر  کنه  چندمقیاسني  متصنل  کناملاً  عصبي شبکه

 هنای داده از بنالا  و پنایین  سنطح  هنای ویژگي استخراج

 بننا لایننه چننندین شننامل معمنناری ایننن. اسننت ورودی

 هنا داده تحلیل امکان که است مختل، هسته هایاندازه

 منظنور بنه . کنند مني  فنراهم  را متفناوت  هایمقیاس در

 هنای لاینه  از هنا، ویژگني  سنازی فشنرده  و ابعناد  کاهش

 افنزایش  بنرای  همچننین، . اسنت شنده  استفاده پولینگ

 ملاًکا هایلایه غیرخطي، روابط یادگیری و مدل ظرفیت

 خروجني  لاینه  یک یت،اند. درنهاشدهگرفته کاربه متصل

 تغیینر  نقطه وقوع احتمال سیگموئید، سازیفعال تابع با

 رونندنمای  (3) شنکل . زنند مني  تخمنین  را زمان هر در

 .دهدمي نشان را پیشنهادی شبکه

 هاپردازش دادهیشپ -1-3-3

، ینابي نظینر درون  هنایي پنردازش یش، پن پژوهشدر این 

هننای دادهیروبننر  هننا و حننذف روننندسننازی دادهالنرمنن

تنا مندل شنبکه     شده اسنت اعمال ي راداریسنجتداخل

بر روی تغیینرات   بهتریبتواند تمرکز پیشنهادی عصبي 

حقیقي و مهم داشته باشد. این مراحل که در بسیاری از 

کنار  مطالعات مشابه در حوزه ینادگیری ماشنین نینز بنه    

هنای کمتنر و   نند تا با دادهکروند، به مدل کمک ميمي

داده و در کیفیت بالاتر، عملکرد بهتنری از خنود نشنان    

 دلینل به ابتدا، درکمتری به همگرایي برسند.  زمانمدت

 راداری سننجي تداخل زماني سری هایداده اغلب کهآن

 کنل  کنه  است نیاز نیستند، یکساني زماني فواصل دارای

 بندین  .شوند یبندتقسیم یکسان فواصل به زماني سری

 گرفتنه  نظنر  در پیوسنته  صنورت به زماني سری منظور،

 زمناني  فواصنل  بین یابيدرون عملیات سپس و شودمي

 نقطنه  هنر  بدین منظور، برای. شد خواهد انجام مختل،

 بعند  و قبل نقاط اساس بر جابجایي مقدار جدید، زماني

 .گرددمي محاسبه
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پردازش، آموزش و خروجی(های ورودی، پیشیهلاشامل ): روندنمای روش پیشنهادی 3شکل 

 

 تولیند  یکسان زماني فواصل با زماني سری کهآن از پس

 توسننط قننبلاً کننه هننایيبرچسننب تننا اسننت نینناز شنند،

 انند، شده تثییدها آنخبره شناسایي و محل  کارشناسان

 هنر  بنرای  تغییرات گاوسي احتمال توزیع تابع صورتبه

 عندم  رویکنرد،  اینن [. 38]شنوند   تعرین،  زماني ینقطه

 در مستقیم طوربه را تغییرات تشخیص در ذاتي قطعیت

 طنور بنه [. 39]نمایند  مني  لحناظ  مدل یادگیری فرآیند

طول مشخص که در این  با زماني سری هر برای خا،،

 بنردار  یک ،شده استنمونه درنظر گرفته  250پژوهش 

 عنصنر  هر. شودمي ایجاد طول همان با متناظر برچسب

 متنناظر  زماني ینقطه در تغییر وقوع احتمال بردار، نای

 گاوسني  توزیع یک از احتمالات این که دهدمي نشان را

، کارشناسنان خبنره مکنان    همچننین . اندشده استخراج

صورت دسنتي و بنر اسناس شنواهد     وقوع تغییرات را به

سننجي شناسننایي  هنای تننداخل بصنری موجننود در داده 

صنورت  توزینع گاوسني بنه    اند. سپس، پارامترهنای کرده

و بنا درنظنر گنرفتن ینک      (1) رابطهخودکار و بر اساس 

هننای ی زمنناني ثابننت قبننل و بعنند از مکننان   پنجننره

 .اندشده تخمین زده شدهشناسایي

𝜔(ⅈ)(              1رابطه) = 𝑒𝑥𝑝(−
(𝑥(ⅈ)−𝑥(𝑐𝑝))

2

2𝜎2
) 

خننداد مقنندار وزن احتمننال محننل ر   ،(1رابطننه )در 

نسنننبت بنننه   𝑥(𝑐𝑝)در محنننل تغیینننر   𝜔(ⅈ)تغیینننر

دهننده وارینانس   نشنان  𝜎2اسنت و   𝑥(ⅈ) هایهمسایگي

بنر   𝜔(ⅈ)باشد. بیشترین مقندار  مي )مربع انحراف معیار(

 دهد.تغییر رخ مي ( در نقطه1اساس رابطه )

 و تنر دقینق  سازیمدل امکان گذاری،برچسب روش این

 دهدمي اجازه مدل به و آوردمي فراهم را ییراتتغ پویاتر

 بیشنتری بادقنت   را ناگهاني و تدریجي تغییر الگوهای تا

 پیوسنته  ماهیت با رویکرد این همچنین،. دهد تشخیص

 سنننجيتننداخل هننایداده در تغییننرات غیرقطعنني و

 بهبننود بننه تواننندمنني و داشننته بیشننتری سننازگاری

 و صتشننخی جهننت منندل عملکننرد در تننوجهيقابننل

 [. 40]شود  منجر تغییرات بینيپیش

 اسناس  بر یدشدهتول هایبرچسب از نمونه دو (4) شکل

 .دهدمي نشان را گاوسي توزیع تابع

صننورت  زمنناني سننری از 1حننذف روننند بعنند، مرحلننه در

 طنول  در مینانگین  تغیینرات  بنه  معمنولاً  روند گیرد.مي

 نویز کاهش به تواندمي آن حذف و شودمي اطلاق زمان

 مندل  کنرده و همچننین   کمنک  هاداده در اعوجاجات و

 چنه ) رونند  بنا  منرتبط  تغیینرات  بنه  تنا  بود خواهد قادر

 نینازی  دیگنر  و کرده بیشتر توجه( نزولي چه و صعودی

 زمناني  سری کل در میانگین تغییرات گرفتن نظر در به

 [.  41]بود  نخواهد

 

                                                           
1 Detrending 
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 119 

            ناشاای  جابجااایی زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 

 

 رای برچسب تغییرات روند و توزیع احتمال گاوسیی سری زمانی جابجایی داهاداده: دو نمونه از ۴شکل 

 رگرسنیون  از اسنتفاده  بنا  رونند  حنذف  پژوهش، این در

 ینافتن  هندف  کنه  ایگونه، به[42]شود مي انجام خطي

 را هنا داده کلني  رونند  کنه  اسنت  مسنتقیم  خط بهترین

 کسنر  اصنلي  هایداده از خط این سپس،. نماید توصی،

لازم بنه  . آیند  دستبه درون بدون زماني سری تا شودمي

روش، حنذف   نین ا یریکنارگ هندف از بنه  ذکر است که 

در  ،يفصنل  راتیین تغ کنه ياست، درحنال  يخط یروندها

 معادله حفظ خواهند شد. يزمان یصورت وجود، در سر

 [:43]شود مي بیان (2طبق رابطه ) خطي رگرسیون

𝑥𝑡̂(                                      2رابطه) = 𝑎 + 𝑏𝑡 

 روند در زمنان  شده زدهمقدار تخمین  𝑥𝑡̂ ،(2رابطه )در 

𝑡 ،𝑏 عر  از مبدأ و 𝑎 ینافتن   جهت .باشدميخط شیب

، از روش حننداقل مربعننات اسننتفاده  𝑏 و 𝑎 پارامترهننای

هدف این روش، بنه حنداقل رسناندن مجمنوع      شود.مي

ر ها )تفاوت بین مقادیر واقعني و مقنادی  مربعات باقیمانده

 های محاسبه پارامترهنای ( است. فرمولشدهزدهتخمین 

𝑎 و 𝑏 ( 3مطابق روابط) [:43]شود محاسبه مي (4) و 

𝑎(                                       3رابطه) = 𝑥 − 𝑏𝑡 

𝑏(                            4رابطه) =
∑ (𝑡−𝑡)(𝑥𝑡−𝑥)
𝑛
𝑡=1

∑ (𝑡−𝑡)2
𝑛

𝑡=1

 

 𝑥، های سری زمناني نمونهتعداد  𝑛، (4) و (3روابط )در 

 است. هازمانمیانگین  𝑡 میانگین مقادیر سری زماني و

روند تخمین  توانمي، 𝑏و  𝑎پس از محاسبه پارامترهای 

 بنا اسنتفاده از فرمنول   را برای هر نقطه زماني  شده زده

ون روند سپس، سری زماني بدنمود. محاسبه ( 2) رابطه

از سری زماني اصنلي   شدهزدهروند تخمین  کردن کمبا 

 آید:به دست مي( 5طبق رابطه )

𝑦𝑡(                                     5رابطه) = 𝑥𝑡 − 𝑥
^

𝑡 

سنری   𝑥𝑡سنری زمناني بندون رونند،      𝑦𝑡، (5رابطه )در 

𝑥زماني اصلي و 
^

𝑡   بنا اسنتفاده از    شنده زدهروند تخمنین

 از اسنتفاده  بنا  روند حذف از پس رگرسیون خطي است.

 دسنت  بنه  رونند  بندون  زمناني  سنری  خطي، رگرسیون

 اینن . دهند مني  نشنان  را صنفر  حول تغییرات که آیدمي

 واقعني  تغیینرات  بنر  تنا  کنند مني  کمک مدل به فرآیند

 نزولني(  ینا  )صنعودی  کلني  رونند  تثثیر از و کرده تمرکز

 زمناني  سنری  از اینموننه  (5) کلشن . نمایند  جلوگیری

 رننگ ) رونند  بدون زماني سری و( آبي رنگ) روند دارای

 .دهدمي نشان را( نارنجي

 انجنام  هنا داده روی بنر  سنازی نرمنال  عملیات یت،درنها

باتوجننه بننه اینکننه مقننادیر جابجننایي در  . شنند خواهنند

های متفاوتي بوده و زماني، دارای مقیاس سری هایداده

 مقیاس به توجه بدون تغییرات، ناسایيش ما هدف چون

 بسنیار  مندل  در تغیینرات  جهنت  بنابراین، است؛ مقادیر

 قائنل  تمنایزی  مقنادیر،  مقیناس  اسناس  بر تا است مهم

 .[44]نشود 
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 نیهندسی فناوری اطلاعات مکام -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

 
 بدون روند یزمان یسر ی،روند و رنگ نارنج یدارا یزمان یسر دهندهنشان یرنگ آبکه  حذف روند از سری زمانی جابجایی: 5شکل 

 1معینار  مبتني بنر انحنراف   سازینرمال لایه اعمال جهت

 اعمنال  (6) رابطنه  طبنق  مربوطه فرمول زماني، سری به

 [.45]شود مي

𝑧𝑡(                                          6رابطه) =
𝑦𝑡−𝜇

𝜎
 

سنری   𝑦𝑡سنری زمناني نرمنال شنده،      𝑧𝑡 ،(6رابطه )در 

سنری زمناني   مجموعنه  مینانگین   𝜇زماني بدون رونند،  

انحراف معیار سنری زمناني بندون رونند      𝜎 بدون روند و

بنا   تنوان مني را  (𝜎) و انحراف معیار (𝜇) میانگین .است

 :[45]نمود محاسبه  (8) و (7روابط )استفاده از 
𝜇                                    (7رابطه) =

1

𝑛
∑ 𝑦𝑡
𝑛
𝑡=1 

𝜎                 (8رابطه) = √
1

𝑛−1
∑ (𝑦𝑡 − 𝜇)2

𝑛

𝑡=1
 

هنا معمنولاً بنه بنازه خاصني منتقنل       در این روش، داده

شنوند، امنا بنه ینک مقیناس اسنتاندارد کنه بنرای         نمي

های آماری و یادگیری ماشین مناسب است، تغیینر  مدل

 .کنندپیدا مي

 صنفر  بنه  زمناني  سنری  شیب روند، حذف لایه اعمال با

 مقیناس  سنازی، نرمنال  لاینه  اعمنال  با و شودمي نزدیک

 و صنفر  مینانگین  بنا ) اسنتاندارد  مقیاس به زماني سری

 هنا پردازشپیش این. گرددمي تبدیل( یک معیار انحراف

 و کنند  تمرکنز  رونند  تغیینرات  بر تا کرده کمک مدل به

 .نماید استخراج مقادیر در تغییرات اساس بر را اطلاعات

                                                           
1 Z-Score 

 یری مدلیادگ رآیندف -2-3-3

 پرسننپترون عصننبي هننایشننبکه در یننادگیری فرآیننند

 :[46]است  زیر شرح به چندلایه

 تنابع  و آموزشني  هنای داده از اسنتفاده  بنا  مدل: آموزش

 اینن . کنند مي تنظیم را خود هایبایاس و هاوزن هزینه،

 سنازی بهینه هایالگوریتم از گیریبهره با معمولاً یندفرا

 .شودمي انجام

 از جداگاننه  ایمجموعه از استفاده با مدل: اعتبارسنجي

 اطمیننان  آن پنذیری تعمیم از تا شودمي ارزیابي هاداده

 .گردد حاصل

 مندل  اعتبارسنجي، و آموزش مراحل از پس: بینيپیش

 را جدینند هننایداده در تغییننر نقنناط بننود خواهنند قننادر

 .نماید بینيپیش

 و زشني آمو هنای مجموعنه  بنه  را هنا داده ابتندا  بنابراین،

 معمناری  طبنق  را مندل  سپس و کرده تقسیم آزمایشي

 .دهیممي آموزش پیشنهادی

 :2میانگین متحرک -3-3-2-1

های منظور هموارسازی سریی میانگین متحرک بهلایه

ی [. بنا محاسنبه  47] رودکار مني زماني و کاهش نویز به

ی زمنناني متحننرک، میننانگین مقننادیر در یننک پنجننره 

ها کاهش و تغییرات ناگهاني در دادهمدت نوسانات کوتاه

ی عصنبي کمنک   [. اینن فرآینند بنه شنبکه    48] یابدمي

کند تا رونندهای کلني و الگوهنای پایندارتر را بهتنر      مي

                                                           
2 Moving Average 
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 121 

            ناشاای  جابجااایی زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 

ازحد بنه نویزهنای   سازی کرده و از حساسیت بیششبیه

موقتي جلوگیری نماید. در معماری پیشنهادی، پنس از  

ن متحننرک ی میننانگیپننردازش، از لایننهعملیننات پننیش

 جهننتدیننده هننای آمننوزش عنننوان یکنني از لایننه بننه

سننازی روننندهای کلنني و کنناهش نویزهننای   برجسننته

ی مینانگین  شود. فرمول محاسبهمدت استفاده ميکوتاه

 .[49]باشد مي (9) رابطهمتحرک ساده طبق 

𝑀𝐴𝑡(                          9رابطه) =
1

𝜔
∑ 𝑥𝑡−ⅈ
𝜔−1
ⅈ=0 

اسنت.   𝑡میانگین متحرک در زمنان   𝑀𝐴𝑡 (،9)رابطه در

𝜔  )طول پنجره متحرک )تعداد نقاط داده در هر پنجره

 بنا  مطنابق  اسنت.  𝑖مقدار سری زماني در زمنان   𝑥𝑡−ⅈو 

 بنرروی  متحرک میانگین خروجي از اینمونه (،6) شکل

 شده است. داده نشان زمانيسری هایداده

 سری عبور شود،مي مشاهده (6شکل ) در که طورهمان

 و شنده  محلني  نوسانات حذف موجب لایه این از زماني

 اصنلي  رونند  بنر  بیشتر را خود توجه است توانسته مدل

 کنننده گمنراه  نوسنانات  اینن  تنثثیر  از تنا  نماید متمرکز

 .شود جلوگیری

 

 
 20حرک با ابعاد پنجره خروجی لایه میانگین مت قرمزرنگرنگ سری زمانی اولیه و روند یآب: روند 6شکل 

 1تجمع میانگین -3-3-2-2

 و هنا داده ابعناد  کناهش  منظنور بنه  تجمنع  میانگین یۀلا

 لاینه،  این در[. 50]رود مي کاربه اطلاعات سازیخلاصه

 و کرده حرکت هاداده روی مشخص یاندازه با ایپنجره

 اینن . شنود مي محاسبه پنجره هر داخل مقادیر میانگین

 ندشو حفظ کلیدی هایویژگي که شودمي باعث فرآیند

 از اسنتفاده . یابند  کناهش  ننویز  و غیرضروری جزئیات و

 را امکننان ایننن عصننبي یشننبکه بننه تجمعنني میننانگین

 پیچیندگي  و کنرده  تمرکنز  مهم الگوهای بر که دهدمي

 [.51]دهد  کاهش را محاسباتي

 متصل لایه کاملاً -3-2-3-3

 از گذر از پس هادهدا کههنگامي پیشنهادی، معماری در

 مینانگین  رونند،  حنذف  سنازی، نرمنال ) قبلني  هنای لایه

 وارد متصنل  کناملاً  ینۀ لا بنه ( تجمع میانگین و متحرک

                                                           
1 Average Pooling 

. بنود  خواهند ( 1 ،230) صنورت به هاآن شکل شوند،مي

 ،شنده  پنردازش یشپ زماني سری که معناست بدین این

 مقنادیر ) ویژگي یک تنها و است 230 طول با بردار یک

 ینۀ لا معمناری،  اینن  در .شنود مي شامل را( زماني سری

 230اننداز    بنا  کرنلني  و فیلتر 250 دارای متصل کاملاً

 دقیقناً  کرننل اننداز    کنه  است این توجهقابل. نکتۀ است

 بنندان ایننن. اسننت ورودی زمنناني سننری طننول بننا برابننر

 کنل  روی را واحند محاسنبۀ   ینک  فیلتر هر که معناست

 تولیند  خروجني  مقدار کی و دهدمي انجام زماني سری

 ایانندازه  بنا  کرنلني  آنکه جایبه دیگر،عبارتبه. کندمي

 هنای ویژگني  و کرده حرکت زماني سری روی ترکوچک

 پوشنش  را زمناني  سنری  کنل  نماید، استخراج را محلي

 اینن  .کنند مني  محاسنبه  را یسراسر ویژگي یک و داده

 هنای ویژگني  و دارد زمناني  سری به کلي نگاهي رویکرد

 هایویژگي این .کندمي استخراج را بالا سطح و وميعم

 کلي رفتار مورد در مهمي اطلاعات حاوی شده،استخراج
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 نیهندسی فناوری اطلاعات مکام -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

 که هستند آن در موجود یسراسر الگوهای و زماني سری

 .[52]باشند  مفید تغییر نقاط شناسایي در توانندمي

 1تخت کردن -3-3-2-۴

 متصنل  کاملاً هایلایه چندبعدی خروجي تبدیل منظوربه

 اسنتفاده  کنردن  تخنت  ینۀ لا از بعندی، ینک  بنردار  یک به

 بنرای  هنا داده سازیآماده جهت فرآیند این[. 53]شود مي

 تخت با. گیردمي انجام متراکم متصل کاملاً یلایه به ورود

 توسنط  شنده اسنتخراج  هنای ویژگي توانمي ها،داده کردن

 عصبي یشبکه به ورودی عنوانبه را متصل کاملاً هایلایه

در سناختار شنبکه   هرچنند کنه    [.54]نمود  تغذیه سنتي

بعندی اسنت و   صورت بردار یکپیشنهادی، داده ورودی به

وجود اما کند، این لایه تغییری در ساختار داده ایجاد نمي

پنذیری طراحني شنبکه در    منظور حفظ انعطافاین لایه به

از های خروجني  های چندبعدی )مانند دادهمواجهه با داده

های کانولوشني در مطالعنات آیننده( در نظنر گرفتنه     لایه

شده است. این امنر بنه استانداردسنازی سناختار شنبکه و      

 .کندتطابق بهتر با کاربردهای مختل، کمک مي

 متصل متراکم کاملاًلایه  -5-2-3-3
 جهنت  مورداسنتفاده  هایبرچسب پیشنهادی، معماری در

 هنر  که هستند( 1 ،250) ابعاد با بردار یک شبکه، آموزش

 سنری  از متنناظر نقطنۀ   در تغیینر  وقوع احتمال آن عنصر

 صنرف  بیان جایبه هابرچسب این. دهدمي نشان را زماني

 هنر  در را تغیینر  احتمال میزان تغییر، وجود عدم یا وجود

 تصنل م کناملاً  یۀلا هدف بنابراین، کنند؛مي مشخص نقطه

 احتمال بینيشپی شبکه، انتهای در نورون 250 با متراکم

 لایه، این. است زماني سرینقطۀ  250 از یک هر در تغییر

 کرده دریافت را قبلي هایلایه از شدهاستخراج هایویژگي

 بردار یک به را هاآن یادگیری،قابل هایوزن از استفاده با و

 رداربن  اینن  در عنصنر  هر. کندمي تبدیل( 1 ،250) ابعاد با

 در تغییر وقوع برای شدهبینيپیش احتمال بیانگر خروجي،

 .است متناظرنقطۀ 

 خروجني  ینۀ لا در سنیگموئید  سنازی فعال تابع از استفاده
 بنه  خروجني  موجب شده تنا مقنادیر   متراکم، متصل کاملاً

 یدهندهنشان بازه، این که شوند محدود 1 و 0 مابینباز  

                                                           
1 Flatten 

 ینک  شبکه نهایي خروجي بنابراین، ؛[55]است  احتمالات

 آن عنصنر  هنر  کنه  بنود  خواهند ( 1 ،250) بعناد ا بنا  بردار

 متناظر ینقطه در تغییر وقوع برای شدهبینيپیش احتمال

 .دهدمي نشان را زماني سری از

هنای  مسئله شناسایي نقاط تغییر در سریاینکه  بهباتوجه

بندی چندکلاسه عنوان یک مسئله طبقهزماني جابجایي به

بازه زماني به یکني  سازی شده است. در این مدل، هر مدل

شده )بنر اسناس تغیینرات جابجنایي(     های تعری،از کلاس

مندل   آمنوزش شنبکه،   ینند فرا طول درکه  گیردتعلق مي

 انترپي،کراس باینری ینۀهز تابع از استفاده با کندمي سعي

 متنراکم  متصل کاملاً یلایه توسط شدهبینيپیش خروجي

 نزدینک ( غیینر ت وقوع احتمالات) واقعي هایبرچسب به را

منظنور  شنده بنه  تابع هزیننه انتخناب  بنابراین [. 56]نماید 

محاسنننبه مینننزان اخنننتلاف بنننین توزینننع احتمنننالات   

هنا طراحني شنده    شده و توزیع واقعي برچسنب بینيپیش

 طنول  در شنبکه  هنای وزن روزرسناني بنه  سپس بنا  .است

 هنای ویژگني  چگوننه  کنه  گینرد مني  یناد  شنبکه  آموزش،

 نقطنه  هنر  در تغیینر  وقنوع  تمنالات اح به را شدهاستخراج

 .نماید نگاشت

 ینک  دریافنت  بنا  تا بود خواهد قادر شبکه آموزش، از پس

 از ینک  هر برای را تغییر وقوع احتمال جدید، زماني سری

 یک قالب در هابینيپیش این. نماید بینيپیش نقطه 250

 آن عنصنر  هنر  کنه  بنود  خواهنند ( 1 ،250) ابعناد  با بردار

 را متنناظر نقطنۀ   در تغیینر  بنرای  شنده نيبیپیش احتمال

 بنرای  شنده بینني پنیش  احتمال که نقاطي. دهدمي نشان

 تغیینر  بنالاتر  احتمنال  بنا  نقاط عنوانبه است، بالاتر هاآن

 کناهش  و مدل آموزش برای همچنین،. شوندمي شناسایي

 [.57]گردید  استفاده 2آدام سازیبهینه الگوریتم هزینه،

 ابی دقتمعیارهای ارزی -۴-3

و امتیناز   4، فراخنواني 3معینار صنحت   سنه  تحقیق، این در

 تحقینق،  موضنوع  بنه  بستهشده است.  گرفته درنظر 5اف

 دارد بیشنتری  اهمیت معیار کدام که گرفت تصمیم باید

                                                           
2 Adam 
3 Precision 
4 Recall 
5 F1_score 
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            ناشاای  جابجااایی زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 

امتیاز  معیار [.58]شوند  تنظیم آن اساس بر پارامترها و

 تعری، حساسیت و دقتهماهنگ  میانگین عنواناف به

 و دقت بین تعادل دهندهنشان آن بودن بهینه و شودمي

 هنای بینني پیش ي نسبتفراخوان معیار. است حساسیت

 نشنان  را میبنت  هنای بینني پنیش کنل  به صحیح میبت

 هنای بینني پیش صحت نسبت معیار کهيدرحال دهد،مي

 شدهبینيپیش میبت هایبینيپیشکل به صحیح میبت

 در ،شنندهداده شننرح معیارهننای .دهنندمنني نشننان را

 .[18]اند آمده (1جدول)

 
 : معیارهای ارزیابی1جدول 

 

 فرمول معیار

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 صحت =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 یفراخوان =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1 امتیاز اف − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

 بحث و نتایج -۴

 عصبي شبکه مدل اجرای از حاصل نتایج بخش، این در

 زماني سری در تغییر نقاط تشخیص جهت متصل کاملاً

 سننجي تنداخل  از حاصنل  زمنین،  سنطح  هنای جابجایي

 سنازی بهیننه  بررسي به بخش این. شودمي ارائه راداری

موجنود و   هنای روش بنا  مقایسه مدل، دقت ،1ابرپارامترها

 .پردازدمي ری روش پیشنهادیپذیتعمیم

 هاابرپارامتر سازیبهینه -1-۴

 ابرپارامترهنا،  سنازی بهیننه  از هدف ماشین، یادگیری در

 ینند فرا که است پارامترهایي از بهینه ایمجموعه یافتن

[. 59]کنند مي کنترل را یادگیری الگوریتم یک آموزش

 هننایوزن معمننولاً) پارامترهننا مقننادیر سننایر مقابننل، در

. آینند مني  دسنت  بنه  آمنوزش  فرآینند  طرینق  از( هارهگ

 مندل  سنازی بهیننه  جهنت  تنوان مني  که ابرپارامترهایي

 میانگین لایه پنجره اندازه شامل کرد، تنظیم پیشنهادی

 هنای لاینه  با همراه کانولوشن هایبخش تعداد متحرک،

 توابنع  و متصل کاملاً هایلایه هایهسته تعداد پولینگ،

 این در همچنین. است متصل کاملاً ایهلایه سازیفعال

                                                           
1 Hyperparameter Optimization 

 بننرای بهینننه مقننادیر بننه دسننتیابي جهننت پننژوهش،

 اسنتفاده  گریند  جسنتجوی  روش از فوق، ابرپارامترهای

 تمننامي داشننتننگننه ثابننت بننا روش ایننن[. 60]گردینند 

 مناسنب  مقدار کندمي سعي پارامتر، یک جزبه پارامترها

. آورد سنت د بنه  ینابي درون طرینق  از را پارامتر آن برای

 اجنرا  مشنابه  طنور به ابرپارامترها تمامي برای فرآیند این

 را مختلن،  هنای آزمنایش  خروجني  (2) جدول. شودمي

 .دهدمي نشان مناسب ابرپارامترهای به دستیابي جهت

برابنر   شبکه پیشنهادی، گاماز  در لایه تجمیعهمچنین 

در نظر گرفته شده است. اینن تنظیمنات    و پدینگ 1با 

های حساس و جلنوگیری از  ر حفظ جزئیات دادهمنظوبه

توجنه اطلاعنات ورودی در خروجني لاینه     کناهش قابنل  

حندود در  . این طراحي منجر به کاهش ماندشدهيطراح

انندازه ورودی منهنای انندازه پنجنره(     ابعاد خروجي )بنه 

تر تغییرات شود و به اهداف پژوهش در تحلیل دقیقمي

 .کندجابجایي کمک مي
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 نیهندسی فناوری اطلاعات مکام -نشریه علمی 

 1403زمستان  شماره چهارم   ال دوازدهمس

 بهینه ابرپارامترهای به دستیابی گرید جهت جستجوی روش خروجی :2جدول 

 

 مدل دقت -2-۴

 تعرین،  اسنت  لازم مدل، کیفیت و دقت محاسبه جهت

 تغییر نقطه اینکهبه . باتوجهدهیم ارائه آن برای مناسبي

 مندل  اسنتنتاجي  عملکنرد  است، تغییر بازه یکدرواقع 

 طوربه مدل اگر که شود رزیابيا این اساس بر تنها نباید

 و صنحیح  بینيپیش کرد، شناسایي را تغییر نقطه دقیق

 بایند  بلکنه . اسنت  اشنتباه  بینيپیش صورت این غیر در

 عننوان بنه  تغیینر  واقعینت  و تغییر بینيپیش بین فاصله

 در مبنا بازه یک صورت، این به. گیرد قرار ارزیابي معیار

 و تغیینر  بینني پیش بین فاصله اگر و شودمي گرفته نظر

 بینني پنیش  باشند،  مبننا  بازه این از کمتر تغییر واقعیت

 صنورت،  اینن  غینر  در و شنود مني  گرفته نظر در صحیح

 ینک  در اگنر  همچنین،. شودمي تلقي اشتباه بینيپیش

 تغیینری  هنی   واقعي، تغییر نقطه از بعد و قبل مبنا بازه

 مندل  کنه  اسنت  آن معنای به این باشد، نشدهبینيپیش

بنه  باتوجنه نمایند.   بینيپیش را تغییر این استنتوانسته 

 از درصد 60 معادل تغییرباز   ،گرفتهصورت هایبررسي

 اساس بر کهشده است  گرفته نظر در گاوسي توزیع تابع

 بنا [. 13]بنود   خواهد متفاوت تغییر نقاط در روند شیب

 های میبنت توان شاخصمي فوق، تعری، گرفتن نظر در

 زینر  صنورت بنه  را 3کناذب  منفني  و 2کاذب میبت ،1صحیح

 نمود: تعری،

 از کمتنر  واقعینت  و بینني پیش که زماني: صحیح میبت

                                                           
1 True Positive 
2 False Positive 
3 False Negative 

 .باشد داشته فاصله گاوسي توزیع تابع درصد 60

 بعند  درصد 60 و قبل درصد 60 که زماني: کاذب میبت

 وجود واقعي تغییر هی  بیني،پیش گاوسي توزیع تابع از

 .باشد نداشته

 بعند  درصد 60 و قبل درصد 60 که زماني: کاذب منفي

 وجود بینيپیش هی  واقعي، تغییر گاوسي توزیع تابع از

 .باشد نداشته

شنده   یگنذار برچسب یهادادهدر این پژوهش، مجموعه

خبره، پس از اعمال عملینات تقوینت    انتوسط کارشناس

ابجایي حاصنل  سری زماني جنمونه  14،764ها، به داده

نجي راداری افنزایش یافنت. از اینن تعنداد،     سن از تداخل

نمونه( برای آموزش شبکه و  10،335درصد ) 70حدود 

درصند   15نموننه( بنرای ارزینابي و     2،214درصد ) 15

نمونه( برای آزمنایش مورداسنتفاده قنرار     2،214دیگر )

 .گرفتند

 کناملاً  عصنبي  شنبکه  مندل  اجرای دقت نتایج ادامه، در

 روی بر سازی،بهینه و شآموز از پس پیشنهادی متصل

 .شودمي داده نشان (3) جدول در آزمایشي هایداده

 دقنت  کنه  شنود مي مشاهده (،3) جدول نتایج اساس بر

 مجموعنه  در تغیینر  نقناط  شناسنایي  جهنت  مندل  کلي

 بنوده  %97 بنا  برابنر  متوسنط  طنور به آزمایشي هایداده

 در مندل  بنالای  کنارایي  یدهننده نشنان  امنر  این. است

 از پنس  همچننین، . باشند مي معنادار تغییرات تشخیص

 هنای داده روی را بنر  4زیان نمودار توانمي دقت، بررسي

                                                           
4 loss 

 6 5 ۴ 3 2 1 ابرپارامتر

متحرک میانگین لایه پنجره اندازه  10 10 15 15 20 20 

پولینگ هایلایه با همراه تمام متصل، هایبخش تعداد  3 3 3 1 1 1 

 250 250 250 200 150 100 ابعاد پنجره استخراج ویژگی

سازیعالف توابع  - - - - relu tanh 

24/91 21/86 امتیاز اف  01/92  09/92  41/95  13/99  
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            ناشاای  جابجااایی زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 

 در منؤثر  هنای جنبنه  از یکني  کنه  آزمایشني  و آموزشي

 قرار يموردبررس است، پیشنهادی مدل ارزیابي و تحلیل

 از پنس  را پیشننهادی  مدل زیان نمودار (،7) شکل. داد

 .دهدمي نشان تکرار 200

 : دقت روش پیشنهادی3جدول 

 (%)ی فراخوان (%)صحت  (%)امتیاز اف  روش

 97/04 99/11 98/12 روش پیشنهادی

 

 

 
 ی آموزشی و آزمایشیهاداده: نمودار تغییرات زیان بر روی 7شکل 

 شنود مني  مشخص (7موجود در شکل ) نمودار تحلیل با

 بهیننه  مقندار  سنوی بنه  قبنولي  قابنل  سرعت با مدل که

 تحالن  بهتنرین  دهندهنشان امر این و است شده گراهم

 روی بنر  مندل  عملکنرد . اسنت  پیشنهادی مدل در دقت

 و بوده برابر تقریباً آزمایشي و آموزشي هایدادهمجموعه

 هنای داده بنه  تعمنیم  در مدل که گرفت نتیجه توانمي

 و مندل  عملکنرد  همچننین، . دارد بنالایي  توانایي جدید

 از اسننتفاده کننه دهنندمنني اننشنن آن همگراینني ینحننوه

 پیشنننهادی یشننبکه بننرای آنتروپنني کننراس بنناینری

 .است مناسب ایگزینه

 موجود هایروش با مقایسه -3-۴

 سنایر  بنا  پیشننهادی  مندل  نتنایج  بهتنر،  ارزینابي  جهت

 ماشنین  ینادگیری  دیگنر  هایتکنیک و سنتي هایروش

 زینر به شنرح   هامقایسه این از برخي. است شده مقایسه

 :است

 

 سننتي  هایروش با پیشنهادی مدل عملکرد مقایسه -1

 سننتي  هایروش از برخي سازیپیاده از پس: آماری و

 ،[26]سنیگنا   قبیل از مختلفي پژوهشگران توسط که

 در قبلاً که [12]قادرپور  و [31]حسین  ،[61]پتیت 

 همچننین  انند و شنده يمعرفن  پنژوهش  پیشینه بخش

 و CUSUM [62] انندم آماری هایآزمون سازیپیاده

 هنای روش کنه  گردیند  مشخص ، ARIMA [63]مدل 

 هنای سنری  تغیینر  نقناط  شناسنایي  در کلاسیک فوق

 تغیینرات  و شندید  فصنلي  رفتار نویز، دارای که زماني

 از و ندارند مناسبي عملکرد هستند، پیچیده و ناگهاني

 برخننوردار تغییننر نقنناط شناسننایي در کمتننری دقننت

 بنا  پیشننهادی  روش نتنایج  (،4) جندول  در. باشندمي

 نموننه  100 حندود  روی بنر  کلاسیک هایروش سایر

 ارائه ،اندشدهانتخاب تصادفي صورتبه که زماني سری

 .گرددمي
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 ی کلاسیکهاروشمقایسه روش پیشنهادی با برخی از  :۴جدول 

 زمان )ثانیه( (%)ی فراخوان (%)صحت  (%)امتیاز اف  روش

[26] بیتفاضل ش ندکسیا  23/30  64/30  32/31  4 

[61] کیرپارامتریمعادله غ  15/33  06/33  43/33  5 

[31]گرادیان   17/32  44/32  96/31  5 

[12]ي متوال عط، نقاط یيشناسا   (STPD) 21/62  73/65  77/65  8 

CUSUM 32/59  11/60  83/59  6 

ARIMA 32/61  02/63  75/62  4 

64/97 روش پیشنهادی  15/99  18/96  6 

 

 هنای روش سنایر  با پیشنهادی مدل عملکرد ایسهمق -2

 TGLSTM هایمدل سازیپیاده از پس: عمیق عصبي

 مشنخص  فنوق،  هایداده برروی LSTM [32] و [13]

 برای خاصشان طراحي دلیلبه ها،روش این که گردید

 شناسنایي  در معمولاً زماني، سری و دارتوالي هایداده

 هزیننه  حنال، ینباا. دارند مناسبي عملکرد تغییر نقاط

 از بیشنتر  تنوجهي قابنل  طنور به هامدل این محاسباتي

 گرفت نتیجه توانمي بنابراین، است؛ پیشنهادی روش

 پارامترهنای  اینکنه  بنه  توجنه  بنا  فوق، پژوهش در که

 دارینم و  فنوق  هنای شنبکه  بنه  نسنبت  کمتنری  بسیار

 از اسنتفاده  هسنتند،  مشنابه  یبازه یک در نیز هادقت

 کمتنر،  محاسنباتي  هزیننه  دلینل بنه  دیپیشنها شبکه

 . است تربهینه و منطقي

 سننایر بننا پیشنننهادی روش مقایسننه (،5) جنندول در

 سری نمونه 100 حدود روی بر عمیق عصبي هایروش

 .استشده ارائه تصادفي صورتبه زماني

 ی عصبی عمیقهاروشمقایسه روش پیشنهادی با برخی از  :5جدول 

 زمان )ثانیه( (%)ی فراخوان (%) صحت (%)امتیاز اف  روش

TG-LSTM 34/96  02/99  96/95  52 

LSTM 25/95  24/93  12/91  45 

64/97 روش پیشنهادی  15/99  18/96  6 

 

بنا   (5) و (4)شنده در جنداول   گنزارش  یهنا تمام زمان

 Intel پردازننده  شنامل  یافزارسخت ستمیاستفاده از س

Core i7-10700K تیگابایگ 16، حافظه RAM   و کنارت

محاسنبه شنده    NVIDIA GTX 1660 Super کین گراف

 عامنل  سنتم یاسنتفاده شنامل س   افنزار منورد  است. ننرم 

Ubuntu 20.04 LTS   و زبنان Python 3.9   بنوده و از
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 Scikit-learn 1.1 و TensorFlow 2.8 یهنا کتابخاننه 

ها بهره گرفته شنده اسنت. زمنان    مدل یسازادهیپ یبرا

 یرین گانندازه  Python در  time ارابنز اجرا با اسنتفاده از  

 رنند  حیصنح  عندد صنورت  به هازمان ریمقاد. است شده

 .باشد خواناتر و ترساده جداول ارائه تا اندشده

 تغییر نقاط نتایج شناسایی -۴-۴

 پیشنهادی مدل بصری عملکرد ارزیابي به بخش، این در

 حاصل جابجایي هایداده تغییر در نقاط تشخیص جهت

 مندل  ارزینابي . شودمي پرداخته راداری سنجيتداخل از

 هنای داده روی بنر  آن کنارایي  و دقت سنجش منظوربه

نتایج شناسایي نقاط تغیینر در   که گیردمي انجام آزمون

 پیشننهادی  مندل  از آمنده دسنت بنه  هایبرخي از نمونه

 تواننایي  هنا، خروجي این تحلیل با. شودمي داده نمایش

 پیچینننده و معننننادار تغیینننرات شناسنننایي در مننندل

 دقینق  طوربه تغییر نقاط هاآن در که استمشاهده قابل

 مدل خروجي از نمونه چند (،8) شکل. اندشده مشخص

 زمناني  سنری  در تغیینر  نقناط  شناسنایي  در پیشنهادی

 نشنان  را راداری سننجي  تداخل از حاصل هایجابجایي

 .دهدمي

 

 

 تابع توزیع گاوسی صورتبهتغییر : خروجی مدل پیشنهادی شناسایی نقاط 8شکل 
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 شبکه مدل شود،مي مشاهده (8) شکل از که طورهمان

 الگوهننای اسننت توانسننته یننهچندلاپرسننپتورن  عصننبي

 شناسنایي  کهدرحالي کند، ي شناسایيخوببه را پیچیده

 سننختيبننه کلاسننیک هننایروش بننا الگوهننایي چنننین

 .است پذیرامکان

 تعمیم قابلیت بررسی -5-۴

پنذیری مندل بنه    ررسي و تحلیل قابلیت تعمنیم جهت ب

های جابجایي و نقاط جغرافیایي مختل،، لازم است داده

کننه الگننوریتم پیشنننهادی شناسننایي نقطننه تغییننر      

هنای دیگنر ارزینابي    سازی و دقت آن بنر روی داده پیاده

به نام فرناندینا  يفشانای آتششود. بدین منظور، منطقه

اینن جزینره در حندود    . شد از جزایر گالاپاگوس انتخاب

کیلومتری غرب ساحل سنرزمین اصنلي اکنوادور     1000

فنوران   30تناکنون تقریبناً    1800واقع است و از سنال  

در آن ثبت شنده اسنت. فرنانندینا سنومین      يفشانآتش

جزیره بزر  گالاپناگوس و دورتنرین جزینره غربني آن     

)معنادل   یلومترمربنع ک 642است. مساحت اینن جزینره   

فنوت(   4843متر ) 1476مربع( و ارتفاع آن مایل  248

کیلنومتر   6.5از سطح دریا است. دهاننه قلنه آن حندود    

هنا در  ماینل( عنر  دارد و آخنرین فنوران     4.0)معادل 

های شعاعي یا محیطي اطراف دهاننه قلنه   امتداد شکاف

به دلیل  يفشان[. این منطقه آتش64] است اتفاق افتاده

زمننناني د سنننریتغیینننرات معننننادار در سنننرعت رونننن

های ، دادهترتیبیناای دارد. بهشده، اهمیت ویژهانتخاب

ای این منطقه با استفاده از تصناویر مناهواره   زمانيسری

در  2018تننا خننرداد   2014از شننهریور  1-سنننتینل

پای پردازش شده اسنت. اینن بنازه زمناني     افزار مِنتنرم

نینز   2017در شنهریور   يفشنان شامل تاریخ فوران آتش

خروجي الگوریتم پیشنهادی بر روی  (9)باشد. شکل مي

.دهنندزمنناني منطقننه مننوردنظر را نشننان منني   سننری

 

 
 و خروجی الگوریتم پیشنهادی تشخیص نقطه تغییر موردمطالعه: منطقه 9شکل 
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 الگنوریتم  شنود، مي مشاهده (9) شکل در که طورهمان

 سنپتامبر  در کنه  را تغیینر  نقطنه  يدرسنت به پیشنهادی

 است،فشان آتش فعالیت به مربوط و اتفاق افتاده 2017

 .است داده تشخیص

 هاچالش و خطاها تحلیل -6-۴

 خروجني  بنه  مربنوط  هایچالش و خطاها بخش، این در

 تغیینر  نقاط شناسایي در پیشنهادی عصبي شبکه نتایج

 و يموردبررسن  راداری سنجيجابجایي حاصل از تداخل

 عصننبي شننبکه ي،لطننورک. بننهگیرننندمنني قننرار تحلیننل

 شناسنایي  در مناسبي عملکرد است توانسته پیشنهادی

 منوارد  برخي در اما دهد، نشان خود از عمده تغییر نقاط

 در. اسنت  نداشته خوانيهم واقعیت با دقیق طوربه نتایج

اننند.شننده داده نشننان هننانمونننه از برخنني (،10) شننکل

 

 
 دارای خطا است که ادیپیشنه عصبی شبکه خروجی از نمونه چند: 10 شکل

 مشنخص  کنه  جایي از ،)ال،(نمونۀ  ( و در10شکل) در

 در واکننش  ایجناد  باعنث  هرچنند  تغیینرات  ،شده است

 اعتمناد  بنا  مندل  ینت درنها امنا  اند،شده مدل بینيپیش

 دلینل . اسنت  نبوده تغییرات این تشخیص به قادر بالایي

 متحنرک  مینانگین  ینۀ لا که است روندی در رخداد این

 مشنخص  تصنویر  در که طورهمان. است کرده سایيشنا

 خننط از واگراینني) هنناداده تغییننرات واریننانس اسننت،

 رونند  تشنخیص  در خطنا  ایجاد باعث( فرضي رگرسیون

 نقطنه  اینن  در متحنرک  مینانگین  ،. درواقنع اسنت  شده

 خننط بننه نسننبت کمتننری تغییننرات واگراینني، دلیننلبننه

 و هددمي نشان است، روند یند نما که فرضي رگرسیون

 حننین در منندل اعتمنناد کنناهش موجننبمسننئله  ایننن

 تغییرات ،(ب)ه نمون در همچنین، .است شده بینيپیش

 اینن  دلینل . انند نشنده  شناسنایي  خنوبي بنه  روند انتهای

 طنور همنان . است میانگین متحرکپنجر   سایز موضوع

 ینۀ پنجنر  لا  سنایز  شند،  ذکنر  قبلني  هنای بخش در که

 اما؛ بود شده گرفته ظرن در 20 با برابر متحرک میانگین

 وقننوع بننه واحنند 20 از کمتننر ایفاصننله در تغییننرات
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 تغیینر  اینن  تشخیص به قادر مدل بنابراین و اندپیوسته

 کنه  تغیینر  نیز دو ج(،)یعني آخر ه نمون در .است نبوده

 شناسنایي  مندل  توسط اند،داشته وجود روند در ظاهربه

 شنامل  سنت، ا نمنودار  ابتدای در که اول تغییر. اندنشده

 مندل  در اینکنه بنه  . باتوجنه باشند مني  ایپله تغییر یک

 و پنیش  روند و اندنشده لحاظ ایپله تغییرات شده،ارائه

 شناسنایي  تغیینر  این است، بوده یکسان تغییر ینازاپس

 مشناهده  تغیینر  ینک  نیز روند انتهای در اما؛ است نشده

 داده نشنان  واکننش  کمني  اعتمناد  بنا  مدل که شودمي

 :دارد وجود مهمنکتۀ  دو چالش، این در .است

  ًخنط  تنا  مندل  پنجنره، اننداز    محدودیت سبببهاولا 

 طنور بنه  تغیینرات  تشخیص به قادر شدهرسم عمودی

 بنا  تغییراتازآن پس و( قبلنمونۀ  همانند) است مؤثر

 .شوندمي داده تشخیص کمتری اعتماد

 سبز عمودی خط از پیش تا دادهرخ تغییر الگوی یاًثان، 

 دو) اسنت  شده تکرار تراز پیش که است همان الگویي

 دلیل، همین به(. دارند مشترک الگوی یک سبز یر دا

 کنراری ت نوسان یک عنوانبهشده  یگذارنقطۀ علامت

. رونند  در تغیینر  ینک  ننه  ،شدهگرفته نظر در( فصلي)

 نمنودار  پایناني  بخنش کنردن  لحاظ امکان اگر هرچند،

 شناسنایي  بیشنتری  اعتماد با تغییر این داشت، وجود

 .شدمي

 تحلیل مطلوب شبکه عصبي پیشنهادی، عملکردباوجود 

 در وینژه بنه  منوارد،  برخني  در مدل که داد نشان خطاها

 هنایي چالش دچار ناگهاني، و کوچک تغییرات شناسایي

 یینر تغعندم  عننوان به واقعي تغییر نقاط از تعدادی. است

 غیرتغیینر  طنقنا  از برخني  همچننین،  و شدند شناسایي

 منوارد  ینن ا. شندند  شناسنایي  تغیینر  عننوان به اشتباهبه

 زئي،ج تغییرات و طبیعي نوسانات با شرایطي در ویژهبه

 راهگشنای  توانند مني  خطاهنا  تحلیل این. بود توجهقابل

 .باشد آتي بهبودهای

 یریگجهینت -5

 نقاط تشخیص هایروش تحلیل و بررسي به تحقیق این

 از حاصننل هننایجابجننایي زمنناني سننری در تغییننر

 هنای شبکه از استفاده بر تمرکز با راداری سنجيتداخل

 حاصنل  نتایج. است چندلایه پرداخته پرسپترون عصبي

 پیشنهادی مدل بالای توانایي دهندهنشان مطالعه این از

 تغییننرات تحلیننل و پیچیننده الگوهننای شناسننایي در

 سننجي تنداخل  زماني سری هایداده اساس بر جابجایي

 منننابع منندیریت شناسنني،زمننین مطالعننات در راداری

 دقنت  همچنین،. است شهری هایریزیبرنامه و طبیعي

 و محققنان  بنه  تغیینر  نقاط دقیق شناسایي قابلیت و بالا

 از بهتنری  هایارزیابي تا کندمي کمک گیرندگانتصمیم

 در پیشننهادی  مدل. باشند داشته زمین سطح تغییرات

 در بالاتری کارایي و دقت سیک،کلا هایروش با مقایسه

 بنه  امنر  این. دهدمي نشان خود از تغییر نقاط شناسایي

 الگوهنای  ینادگیری  در عصنبي  هنای شبکه توانایي دلیل

 این، بر علاوه. است هاداده در غیرخطي روابط و پیچیده

 نسبت کمتر محاسباتي هزینه دلیل پیشنهادی به روش

 موجنب  عمینق،  ینادگیری  در موجود هایروش سایر به

 حنال، ین. بناا شنود مني  پنردازش  زمنان  معننادار  کاهش

 از هنایي چنالش  و هنا محدودیت هاشبکه این از استفاده

 مندل،  آمنوزش  جهنت  بنزر   هنای داده بنه  نیناز  قبیل

 ننویز  بنه  حساسنیت  و مندل  پارامترهنای  بهینه انتخاب

 کنارایي،  و دقت بیشتر ارتقای منظوربه همچنین،. دارند

 بنرای  شنده سازییهشب هایداده از که دشومي پیشنهاد

 خبره کارشناسان به نیازی تا شود استفاده مدل آموزش

 بنرای  اینن،  بنر  علاوه. نباشد تغییر نقاط تشخیص جهت

 مندیریتي  راهکارهنای  ارائنه  و تغییر الگوهای بهتر درک

 مکنان نینز   و زمنان  در تغیینرات  کنه  است بهتر مؤثرتر،

 .شوند بررسي زمانهم طوربه

 قدردانی -6

 لهجنه خوش مهدی مهندسقابل ذکر است، جناب آقای 

همچنین جناب  و جانبههمه ارزشمند هایمشاوره با آذر

 و دقینق  هنای توصنیه  بنا  کریمني  حسین مهندسآقای 

 هنای الگنوریتم  و پیشننهادی  معمناری  زمینه در سازنده

 اینن  گینری شکل به شایاني هایکمک ماشین،یادگیری

 کمنال  ایشنان  از مقالنه  نویسنندگان . انند داشته پژوهش

 .آورندمي عملبه را قدرداني

 
 

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
12

.4
.1

09
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            22 / 27

http://dx.doi.org/10.61882/jgit.12.4.109
https://jgit.kntu.ac.ir/article-1-970-en.html


 

 131 

            ناشاای  ابجاااییج زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

 مراجع

[1] A. Ibrahim, A. Wayayok, H. Z. M. Shafri, 

and N. M. J. J. o. H. X. Toridi, “Remote 

Sensing Technologies for Unlocking New 

Groundwater Insights: A Comprehensive 

Review,” vol. 23, pp. 100175, 2024. 

[2] O. Sarychikhina, D. G. Palacios, L. A. D. 

Argote, and A. G. J. J. o. S. A. E. S. Ortega, 

“Application of satellite SAR 

interferometry for the detection and 

monitoring of landslides along the Tijuana-

Ensenada Scenic Highway, Baja 

California, Mexico,” vol. 107, pp. 103030, 

2021. 

[3] R. Bokhari, H. Shu, A. Tariq, N. Al-Ansari, 

R. Guluzade, T. Chen, A. Jamil, and M. J. 

H. Aslam, “Land subsidence analysis using 

synthetic aperture radar data,” vol. 9, no. 

3, 2023. 

[4] A. Pepe, and F. J. A. S. Calò, “A review of 

interferometric synthetic aperture RADAR 

(InSAR) multi-track approaches for the 

retrieval of Earth’s surface displacements,” 

vol. 7, no. 12, pp. 1264, 2017. 

[5] Y. Xia, "Synthetic aperture radar 

interferometry," Sciences of geodesy-I: 

Advances and future directions, pp. 415-

474: Springer, 2010. 

[6] S. Li, W. Xu, and Z. J. G. Li, “Review of the 

SBAS InSAR Time-series algorithms, 

applications, and challenges,” vol. 13, no. 

2, pp. 114-126, 2022. 

[7] A. Ferretti, C. Prati, and F. J. I. T. o. g. 

Rocca, “Permanent scatterers in SAR 

interferometry,” vol. 39, no. 1, pp. 8-20, 

2001. 

[8] O. Oktar, H. Erdoğan, F. Poyraz, and İ. J. 

A. J. o. G. Tiryakioğlu, “Investigation of 

deformations with the GNSS and PSInSAR 

methods,” vol. 14, pp. 1-16, 2021. 

[9] A. Ferretti, F. Novali, R. Bürgmann, G. 

Hilley, and C. J. E. Prati, Transactions 

American Geophysical Union, “InSAR 

permanent scatterer analysis reveals ups 

and downs in San Francisco Bay area,” 

vol. 85, no. 34, pp. 317-324, 2004. 

[10]  S. Xiong, C. Wang, X. Qin, B. Zhang, and 

Q. J. R. S. Li, “Time-series analysis on 

persistent scatter-interferometric synthetic 

aperture radar (PS-InSAR) derived 

displacements of the Hong Kong–Zhuhai–

Macao Bridge (HZMB) from Sentinel-1A 

observations,” vol. 13, no. 4, pp. 546, 2021. 

[11]  S. Aminikhanghahi, and D. J. J. K. Cook, 

“A survey of methods for time series 

change point detection,” vol. 51, no. 2, pp. 

339-367, 2017. 

[12]  E. Ghaderpour, B. Antonielli, F. Bozzano, 

G. ScarasciaMugnozza, and P. J. C. 

Mazzanti, “A fast and robust method for 

detecting trend turning points in InSAR 

displacement time series,” pp. 105546, 

2024. 

[13]  F. Lattari, A. Rucci, and M. J. I. T. o. G. 

Matteucci, “A deep learning approach for 

change points detection in InSAR time 

series,” vol. 60, pp. 1-16, 2022. 

[14]  M. Khoshlahjeh Azar, A. Hamedpour, and 

Y. Maghsoudi, “Analysis of the deformation 

behavior and sinkhole risk in Kerdabad, 

Iran using the PS-InSAR method,” vol. 13, 

no. 14, pp. 2696, 2021. 

[15]  S. Shami, M. K. Azar, F. Nilfouroushan, M. 

Salimi, and M. A. M. J. I. J. o. A. E. O. 

Reshadi, “Assessments of ground 

subsidence along the railway in the Kashan 

plain, Iran, using Sentinel-1 data and 

NSBAS algorithm,” vol. 112, pp. 102898, 

2022. 

[16]  M. Zhu, X. Wan, B. Fei, Z. Qiao, C. Ge, F. 

Minati, F. Vecchioli, J. Li, and M. J. R. S. 

Costantini, “Detection of building and 

infrastructure instabilities by automatic 

spatiotemporal analysis of satellite SAR 

interferometry measurements,” vol. 10, no. 

11, pp. 1816, 2018. 

[17]  J. Li, P. Fearnhead, P. Fryzlewicz, and T. 

J. J. o. t. R. S. S. S. B. S. M. Wang, 

“Automatic change-point detection in time 

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
12

.4
.1

09
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            23 / 27

http://dx.doi.org/10.61882/jgit.12.4.109
https://jgit.kntu.ac.ir/article-1-970-en.html


 

 

 
132 

 مهندسی فناوری اطلاعات مکانی -نشریه علمی         

 1403زمستان  چهارم  شماره  ال دوازدهمس

series via deep learning,” vol. 86, no. 2, pp. 

273-285, 2024. 

[18]  S. A. Fakhri, M. Satari Abrovi, H. Zakeri, 

A. Safdarinezhad, and A. J. I. J. o. P. E. 

Fakhri, “Pavement crack detection through 

a deep-learned asymmetric encoder-

decoder convolutional neural network,” 

vol. 24, no. 1, pp. 2255359, 2023. 

[19]  D. Amr, X.-l. Ding, and R. J. T. E. J. o. R. 

S. Fekry, “A machine learning-based 

method for multi-satellite SAR data 

integration,” vol. 27, no. 1, pp. 1-9, 2024. 

[20]  R. Kruse, S. Mostaghim, C. Borgelt, C. 

Braune, and M. Steinbrecher, "Multi-layer 

perceptrons," Computational intelligence: 

a methodological introduction, pp. 53-124: 

Springer, 2022. 

[21]  A. H. Abd-elaziem, and T. H. J. I. J. o. A. i. 

A. C. I. Soliman, “A Multi-Layer 

Perceptron (MLP) Neural Networks for 

Stellar Classification: A Review of Methods 

and Results,” vol. 3, no. 10.54216, 2023. 

[22]  S. Liu, L. Wang, W. Zhang, Y. He, and S. J. 

G. J. Pijush, “A comprehensive review of 

machine learning ‐ based methods in 

landslide susceptibility mapping,” vol. 58, 

no. 6, pp. 2283-2301, 2023. 

[23]  A. Ferretti, E. Passera, and R. Capes, End-

to-End Implementation and Operation of 

the European Ground Motion Service 

(EGMS): Algorithm Theoretical Basis 

Document, Technical Report EGMS-D3-

ALG-SC1-2.0-006. 2021. Available online: 

https …, 2021. 

[24]  M. Costantini, F. Minati, F. Trillo, A. 

Ferretti, E. Passera, A. Rucci, J. Dehls, Y. 

Larsen, P. Marinkovic, and M. Eineder, 

"EGMS: Europe-wide ground motion 

monitoring based on full resolution InSAR 

processing of all Sentinel-1 acquisitions." 

pp. 5093-5096, 2022. 

[25]  F. Cigna, C. Del Ventisette, V. Liguori, 

and N. J. N. H. Casagli, “Advanced radar-

interpretation of InSAR time series for 

mapping and characterization of geological 

processes,” vol. 11, no. 3, pp. 865-881, 

2011. 

[26]  F. Cigna, D. Tapete, and N. J. N. p. i. g. 

Casagli, “Semi-automated extraction of 

Deviation Indexes (DI) from satellite 

Persistent Scatterers time series: tests on 

sedimentary volcanism and tectonically-

induced motions,” vol. 19, no. 6, pp. 643-

655, 2012. 

[27]  M. Berti, A. Corsini, S. Franceschini, J. J. 

N. H. Iannacone, and E. S. Sciences, 

“Automated classification of Persistent 

Scatterers Interferometry time series,” vol. 

13, no. 8, pp. 1945-1958, 2013. 

[28]  F. Raspini, S. Bianchini, A. Ciampalini, M. 

Del Soldato, L. Solari, F. Novali, S. Del 

Conte, A. Rucci, A. Ferretti, and N. J. S. r. 

Casagli, “Continuous, semi-automatic 

monitoring of ground deformation using 

Sentinel-1 satellites,” vol. 8, no. 1, pp. 

7253, 2018. 

[29]  A. Refice, G. Pasquariello, F. J. I. G. 

Bovenga, and R. S. Letters, “Model-free 

characterization of SAR MTI time series,” 

vol. 19, pp. 1-5, 2020. 

[30]  F. Bovenga, G. Pasquariello, and A. J. R. 

S. Refice, “Statistically-based trend 

analysis of MTInSAR displacement time 

series,” vol. 13, no. 12, pp. 2302, 2021. 

[31]  E. Hussain, A. Novellino, C. Jordan, and 

L. J. R. S. Bateson, “Offline-online change 

detection for Sentinel-1 InSAR time series,” 

vol. 13, no. 9, pp. 1656, 2021. 

[32]  A. Kulshrestha, L. Chang, and A. J. I. J. o. 

S. T. i. A. E. O. Stein, “Use of LSTM for 

sinkhole-related anomaly detection and 

classification of InSAR deformation time 

series,” vol. 15, pp. 4559-4570, 2022. 

[33]  X. Shao, and X. J. J. o. t. A. S. A. Zhang, 

“Testing for change points in time series,” 

vol. 105, no. 491, pp. 1228-1240, 2010. 

[34]  J. C. J. C. E. Valderrama Balaguera, 

“Precipitation forecast estimation applying 

the change point method and ARIMA,” vol. 

11, no. 1, pp. 2340191, 2024. 

[35]  T. C. Mills, Applied time series analysis: A 

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
12

.4
.1

09
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            24 / 27

http://dx.doi.org/10.61882/jgit.12.4.109
https://jgit.kntu.ac.ir/article-1-970-en.html


 

 133 

            ناشاای  ابجاااییج زمااانی سااری در تغییاار نقااا  شناسااایی
 سید آریا فخری و مهران ستاری

practical guide to modeling and 

forecasting: Academic press, 2019. 

[36]  T. Islam, M. S. Hafiz, J. R. Jim, M. M. 

Kabir, and M. J. H. A. Mridha, “A 

systematic review of deep learning data 

augmentation in medical imaging: Recent 

advances and future research directions,” 

pp. 100340, 2024. 

[37]  K. Alomar, H. I. Aysel, and X. J. J. o. I. 

Cai, “Data augmentation in classification 

and segmentation: A survey and new 

strategies,” vol. 9, no. 2, pp. 46, 2023. 

[38]  H. Jalali, and G. J. a. p. a. Kasneci, 

“Expert Selection in Distributed Gaussian 

Processes: A Multi-label Classification 

Approach,” 2022. 

[39]  Y. Li, E. Jiang, Z. Ni, W. Li, M. Huang, F. 

Zhao, F. Liu, Y. Ye, and S. J. C. M. S. Bai, 

“A study of the role of data and model 

uncertainty in active learning,” vol. 247, 

pp. 113512, 2025. 

[40]  X. J. J. o. E. Jiang, and E. Research, 

“Gaussian Distributions in Machine 

Learning,” vol. 9, no. 3, pp. 184-186, 2024. 

[41]  T. Ye, J. Nie, J. Wang, P. Shi, and Z. J. S. 

e. r. Wang, “Performance of detrending 

models of crop yield risk assessment: 

evaluation on real and hypothetical yield 

data,” vol. 29, pp. 109-117,  2015. 

[42]  A. Kumar, A. Kumar, R. P. Singh, P. 

Kumar, and P. V. J. A. R. J. o. A. Singh, “A 

Comparative Study of Detrending Methods 

on Crop Yield Time Series for Drought 

Studies,” vol. 17, no. 3, pp. 191-204, 2024. 

[43]  X. Su, X. Yan, and C. L. J. W. I. R. C. S. 

Tsai, “Linear regression,” vol. 4, no. 3, pp. 

275-294, 2012. 

[44]  S. D. Walton, and K. R. J. F. i. A. Murphy, 

“Superposed epoch analysis using time-

normalization: A Python tool for statistical 

event analysis,” vol. 9, pp. 1000.145,  

2022. 

[45]  S. Bhanja, and A. J. a. p. a. Das, “Impact 

of data normalization on deep neural 

network for time series forecasting,” 2018. 

[46]  D. Agliz, and A. J. I. J. o. C. A. Atmani, 

“Seismic signal classification using multi-

layer perceptron neural network,” vol. 79, 

no. 15, 2013. 

[47]  A. P. Wibawa, A. B. P. Utama, H. 

Elmunsyah, U. Pujianto, F. A. Dwiyanto, 

and L. J. J. o. b. D. Hernandez, “Time-

series analysis with smoothed 

Convolutional Neural Network,” vol. 9, no. 

1, pp. 44, 2022. 

[48]  B.-S. Kim, Y.-S. Moon, M.-J. Choi, and J. 

J. M. T. Kim, “Interactive noise-controlled 

boundary image matching using the time-

series moving average transform,” vol. 72, 

pp. 2543-2571, 2014. 

[49]  S. Hansun, “A new approach of moving 

average method in time series analysis”, in 

2013 conference on new media studies 

(CoNMedia), IEEE, pp. 1-4, 2013. 

[50]  L. Zhao, and Z. J. S. R. Zhang, “A 

improved pooling method for convolutional 

neural networks,” vol. 14, no. 1, pp. 1589, 

2024. 

[51]  C. J. E. S. w. A. Özdemir, “Avg-topk: A 

new pooling method for convolutional 

neural networks,” vol. 223, pp. 119892, 

2023. 

[52]  A. Borovykh, C. W. Oosterlee, and S. M. J. 

J. o. C. S. Bohté, “Generalization in fully-

connected neural networks for time series 

forecasting,” vol. 36, pp. 101020, 2019. 

[53]  J. Jin, A. Dundar, and E. J. a. p. a. 

Culurciello, “Flattened convolutional 

neural networks for feedforward 

acceleration,” 2014. 

[54]  S. S. Basha, S. R. Dubey, V. Pulabaigari, 

and S. J. N. Mukherjee, “Impact of fully 

connected layers on performance of 

convolutional neural networks for image 

classification,” vol. 378, pp. 112-119, 

2020. 

[55]  S. Kiliçarslan, and M. J. E. S. w. A. Celik, 

“RSigELU: A nonlinear activation function 

for deep neural networks,” vol. 174, pp. 

114805, 2021. 

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
12

.4
.1

09
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            25 / 27

http://dx.doi.org/10.61882/jgit.12.4.109
https://jgit.kntu.ac.ir/article-1-970-en.html


 

 

 
134 

 هندسی فناوری اطلاعات مکانیم -نشریه علمی         

 1403زمستان  چهارم  شماره  ال دوازدهمس

[56]  A. Creswell, K. Arulkumaran, and A. A. J. 

a. p. a. Bharath, “On denoising 

autoencoders trained to minimise binary 

cross-entropy,” 2017. 

[57]  O. Hospodarskyy, V. Martsenyuk, N. 

Kukharska, A. Hospodarskyy, and S. 

Sverstiuk, “Understanding the Adam 

Optimization Algorithm in Machine 

Learning,” 2024. 

[58]  S. A. Fakhri, S. Motayyeb, M. 

Saadatseresht, H. Zakeri, and V. Mousavi, 

“COMPARISON OF UAV IMAGE 

SPATIAL RESOLUTION BASED ON THE 

SIEMENS STAR TARGET,” ISPRS Ann. 

Photogramm. Remote Sens. Spatial Inf. 

Sci., vol. X-4/W1-2022, pp. 143-150, 2023. 

[59]  L. Yang, and A. J. N. Shami, “On 

hyperparameter optimization of machine 

learning algorithms: Theory and practice,” 

vol. 415, pp. 295-316, 2020. 

[60]  D. M. Belete, M. D. J. I. J. o. C. Huchaiah, 

and Applications, “Grid search in 

hyperparameter optimization of machine 

learning models for prediction of HIV/AIDS 

test results,” vol. 44, no. 9, pp. 875-886, 

2022. 

[61]  A. Pettitt, “A non‐parametric approach 

to the change‐point problem,” vol. 28, 

no. 2, pp. 126-135, 1979. 

[62]  S. Lee, S. Lee, and M. J. A. S. C. Moon, 

“Hybrid change point detection for time 

series via support vector regression and 

CUSUM method,” vol. 89, pp. 106101, 

2020. 

[63]  B. Basnayake, N. J. S. Chandrasekara, and 

Applications, “Use of change point 

analysis in seasonal ARIMA models for 

forecasting tourist arrivals in Sri Lanka,” 

vol. 20, no. 2, pp. 103-121, 2022. 

[64]  Z. Yunjun, H. Fattahi, F. J. C. Amelung, 

and Geosciences, “Small baseline InSAR 

time series analysis: Unwrapping error 

correction and noise reduction,” vol. 133, 

pp. 10.4331,  2019. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
12

.4
.1

09
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            26 / 27

http://dx.doi.org/10.61882/jgit.12.4.109
https://jgit.kntu.ac.ir/article-1-970-en.html


 

 5 

 

K. N. TOOSI  UNIVERSITY  OF  TECHNOLOGY 
FACULTY  OF  GEODESY  AND  GEOMATICS  ENGINEERING 

Journal of Geospatial Information Technology  
Vol.12, No.4, Winter 2025 

 

Research Paper 
 

 

 

 

 

Change Point Detection (CPD) in InSAR Time Series using MLP: 

(Case study: Europe Continent) 

 
 

 Seyed Arya Fakhri 1, Mehran Sattari 2* 

 

 
1- Ph.D. Candidate of Photogrammetry in Department of Geomatics Engineering, Faculty of Civil Engineering and Transportation, University of 

Isfahan 

2- Assistant professor in Department of Geomatics Engineering, Faculty of Civil Engineering and Transportation, University of Isfahan 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Abstract 

The Earth's surface is constantly changing due to natural phenomena such as earthquakes and volcanoes, as 

well as human activities like groundwater extraction and mining. In recent years, the increased awareness of 

the risks associated with ground movements has led to a higher demand for comprehensive and reliable 

information regarding these displacements. Various methods have been proposed to estimate land surface 

displacement, among which time-series analysis of displacement derived from InSAR is one of the most 

important sources for assessing the extent of surface displacements over time. However, the post-processing of 

time-series data has received less attention. The most efficient post-processing techniques for time-series 

analysis involve identifying the change points in the time series. By detecting these change points, it is possible 

not only to extract spatial information but also to analyze the temporal aspect of the results. This study explores 

a method for identifying the change points in the time series of land displacements caused by geological and 

human activities in Europe, utilizing data from the EGMS system. Given the challenges in detecting the change 

points in displacement time series derived from interferometry, such as noise and seasonal behaviors, the use of 

a multilayer perceptron neural network can be effective in recognizing complex patterns and nonlinear 

relationships. The results demonstrate an accuracy of over 97% in detecting the change points, highlighting the 

model's ability to identify the changes with appropriate precision, which can aid in a better understanding of 

Earth's dynamics. Furthermore, the capabilities of the proposed model in analyzing the displacement data and 

identifying the changes were evaluated, and the results were compared with the conventional methods. Based 

on this comparison, the proposed method outperforms the statistical approaches in terms of accuracy and 

exhibits approximately 9 times lower computational cost compared to the other deep learning methods.
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