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 چكیده

و کاربردهای مرتبط با بینایی کامپیوتری،  (LiDAR)های لایدارهای کلیدی در پردازش دادهبعدی یکی از چالشبندی معنایی ابر نقاط سهبخش

بندی معنایی ابر نقاط برای بخش RandLA-Net شود. در این پژوهش، عملکرد مدل یادگیری عمیقبرداری شهری محسوب میرباتیک و نقشه

 بوده که AHN4 هلند موسوم به  LiDARHD های ، دادهدر این پژوهش ی مورد استفادهبعدی مورد بررسی قرار گرفته است. مجموعه دادهسه

پردازش ، فرآیند پیشباشد. برای بهبود دقت مدلهای شهری و طبیعی، میویژه محیطشامل اطلاعات ارتفاعی دقیق از مناطق مختلف، به

 (IoU)نسبت اشتراک به اجتماع شاخص  از مدل، عملکرد سنجش منظوربهسازی و افزایش داده اعمال شد. ها شامل حذف نویز، نرمالداده

 کیفیت ارزیابی برای دقیق معیاری و دهدمی نشان را کلاس هر واقعی بخش و شدهبینیپیش بخش بین همپوشانی درصد که شد استفاده

، پوشش  ( IoU:3/92%)  هایی مانند زمینکلاس بندیبخشدر  Net-RandLA نتایج نشان داد که مدل .رودمی شمار به بندیبخش

 ( IoU:4/65%) نمونه مانند پلهای پیچیده و کمعملکرد بالایی داشته است. با این حال، کلاس ( IoU:7/93%)و ساختمان ( IoU:6/93%)گیاهی

-RandLAدهد که نشان میKPConv و  ++PointNet  های پایه مانندشده با روشسازیی مدل پیادهسایی شدند. مقایسهبا دقت کمتری شنا 

Net  ی محاسباتی کمتری را ارائه دهد. نتایج کلی این پژوهش، با کسب میانگین نسبت اشتراک به اجتماعتوانسته است دقت بالاتر و هزینه 

) mIoU( ر روی مجموعه دادهب 1/78%کلی برابر باLiDARHD بندی معنایی ابر ، اثربخشی یادگیری عمیق را در افزایش دقت و کارایی بخش

های های مداوم در زمینه تفکیک صحیح کلاسها بر چالشکند. در عین حال، این یافتههای پرتکرار تأیید میبعدی برای کلاسنقاط سه

  .أکید داردهای پیچیده شهری تدر محیط)نادر( نمونه کم
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 مهندسی فناوری اطلاعات مکانی -نشریه علمی 

 1404تابستان  شماره دوم   ال سیزدهمس

 مقدمه -1

 هرای نمرایش  روش تررین مهم از یکی بعدیسه نقاط ابر

 راننرردگی رباتیررک، ماننررد مختلفرری هررایحروزه  در داده

 یاطلاعرات مکران   هایمسیست و افزوده واقعیت خودران،

 از ایمجموعره  شرامل  هاداده نوع این. شودمی محسوب

 و هندسی مختصات که هستند بعدیسه فضای در نقاط

 دیگرر  و رنر   بازتراب،  شردت  ماننرد  اضافی هایویژگی

 اساسری  هرای چالش از یکی. شوندمی شامل را هاویژگی

 که هاستآن معنایی بندیبخش ها،داده این پردازش در

 ابرر  از نقطره  هر به معنایی هایبرچسب تخصیص شامل

 .[1]است آن بافتی و هندسی هایویژگی اساس بر نقاط

 ابرزار  یرک  عنروان  به عمیق یادگیری اخیر، هایسال در

 بعردی سره  نقراط  ابرر  معنایی بندیبخش برای قدرتمند

 عصبی هایشبکه بر مبتنی یهاروش. است شده مطرح

 و )CNN (1پیچشری  عصربی  هرای شربکه  ویرژه بره  عمیق

 دقرت  انرد توانسرته  )RNN (2بازگشرتی  عصبی هایشبکه

 بررا مقایسرره در. دهنررد ارائرره حرروزه ایررن در را بررالایی

 ،KPConv و  ++PointNet ماننرررد پایررره هرررایروش

 هرای ویژگری  استخراج به قادر عمیق یادگیری هایمدل

 بعرردیسرره هررایداده در فضررایی ارتباطررات و پیچیررده

 اشیاء بندیدسته در بهتری عملکرد نتیجه در و هستند

 ماننرد  هرایی مردل  ویرژه بره . دارنرد  پیچیرده  اشرکال  برا 

RandLA-Net  و PointNet  و دقرت  بهبرود  بره  موفرق 

 وجررود انررد. برراشررده محاسررباتی هررایهزینرره کرراهش

 ییهرا چرالش  زمینره،  ایرن  در توجره قابرل  هایپیشرفت

 نرامنظم،  نقراط  ابرر  مردیریت . است مانده باقی همچنان

 از هرا کلاس تعادل عدم و نویز سطح ها،داده تراکم تأثیر

 هرای مدل عملکرد بر توانندمی که هستند عواملی جمله

  .[2]بگذارند  تأثیر عمیق یادگیری

 اخیرر  هایسال در بعدیسه نقاط ابر معنایی بندیبخش

. اسرت  گرفتره  قررار  پژوهشرگران  از بسیاری توجه مورد

 کره  داد نشان ( 2018) پژوهش لاندریو و سیمونوفسکی

                                                           
1 Convolutional Neural Network 
2 Recurrent Neural Network 

 هرای مردل  دقت تواندمی بعدیسه هایداده سازماندهی

 چارچوب یک هاآن. [3]بخشد بهبود را ماشین یادگیری

 نقراط  ابرر  هرای داده پرردازش  بررای  را 3نمودار بر مبتنی

 سراختاری  هایویژگی استخراج امکان که کردند معرفی

 هرای مردل  دقرت  بهبرود  راسرتای  در. کنرد می فراهم را

-چگال ( شبکه2020) خان و همکاران عمیق، یادگیری

 را (DHDN) 4 دهنرده نرویز  مراتبی کراهش اتصالی سلسله

 بهبرود  و نرویز  کاهش در بهتری عملکرد که کرد یمعرف

 .[4] داشت تصویری هایداده کیفیت

 هرای شبکه که دادند ( نشان2017) تچاپمی و همکاران

 گرذاری برچسب برای توانندمی )ANN (5مصنوعی عصبی

 بهترری  ردعملکر  حسرگرها  از بعدیسه هایداده معنایی

 در هرا آن اولیره  هایروش حال، این با. [5]باشند داشته

. داشرت  محدودیت الاب جزئیات دارای هایداده پردازش

 چندمقیاسری  مردل  یک (2023) وو و همکارانپژوهش 

 دقرت  کره  کررد  معرفری  را HRNet  6برر  مبتنری  ترکیبی

لری  همچنین، . [6]داشت معنایی بندیبخش در بالاتری

 پیشررنهاد را PointCNN 7( روش2018) و همکرراران

 هررایداده در را محلرری-مکررانی همبسررتگی کرره دادنررد

 .[7]کردمی مدیریت بهتر بعدیسه

 در دقررت بهبررود ( بررر2018) وو و همکرراران پررژوهش

 مبتنری  هایمدل از استفاده با ایجاده اشیاء بندیبخش

 هرا روش ایرن  کره  داد نشران  و داشرت  تمرکرز  CNN بر

 را  8لایردار  هرای داده پرردازش  سررعت  و دقت توانندمی

 مراوول   (2019) وانر  و همکراران   .[8]دهنرد  افزایش

EdgeConv معرفری  نقاط مکانی اطلاعات حفظ برای را 

 را هرا شرکل  هندسری  هرای ویژگی توانستمی که کردند

 9روش نیرز  (2022) لری و همکراران   .[9]کند ثبت بهتر

WSPointNet  ضعیف یادگیری امکان که کردند ارائه را 

                                                           
3 Graph-based Framework 
4 Densely Connected Hierarchical Denoising Network 
5 Artificial Neural Network 
6 High-Resolution Network 
7 Point Convolutional Neural Network 
8 LiDAR 
9 Weighted Sampling PointNet 
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          ..یی.معنااا یبناادبخاا  یباارا RandLA-Netماادل  یااابیارز
 جواد سدیدی و همکاران

 

 فراهم شهری هایصحنه بهتر درک برای را شده نظارت

 .[10]ساختمی

بنردی معنرایی ابرر نقراط     مرتبط با بخرش  پژوهش های

دهنرد کره یرادگیری عمیرق نقرش      بعدی نشان مری سه

 هرا ایفرا کررده اسرت. مقالره     مهمی در بهبود دقت مدل

ی ی یک مجموعره داده به ارائه (2024) گیدون و روشه

بررای    لایردار  هرای مقیاس از تصاویر هوایی و دادهبزرگ

ای گونره های تکر جنگلهای درختی دبندی گونهطبقه

دهرد کره   . این پرژوهش نشران مری   [11]پرداخته است 

و تصراویر هروایی    لایردار هرای  اسرتفاده از ترکیرب داده  

های یادگیری عمیق را افرزایش داده  دلتواند دقت ممی

هرای  هرای مختلرف در محریط   و به بهبود تفکیک گونره 

 مرراترون و همکرراران در مقالرره .جنگلرری کمررک کنررد

هرای یرادگیری   پذیری مدل، محققان بر توضیح(2024)

هرا  . آن[12]انرد عمیق در تحلیل ابر نقاط تمرکرز کررده  

  RandLA-Netهای پیچیده مانند اند که مدلنشان داده

اگرچرره دقررت بررالایی دارنررد، امررا تفسرریر    KPConvو 

برانگیز است. این مطالعه به بررسی ا چالشهخروجی آن

هرا پرداختره و   هایی برای افرزایش شرفافیت مردل   روش

هرررای عصررربی در اهمیرررت درک تصرررمیمات شررربکه

 و لاو پژوهش یان،کاربردهای عملی را نشان داده است. 

های یادگیری عمیق را در نیز عملکرد مدل (2025) فن

ارزیرابی   های ابرر نقراط شرهری   بندی معنایی دادهبخش

-RandLAهرایی ماننرد   کرده و نشان داده است که مدل

Net و  MinkowskiNet  های شهری، به دلیل در محیط

ساختارهای پیچیده و تنوع زیاد اشیا، عملکرد متفراوتی  

دهنرد کره بررای    هرا نشران مری   . این پژوهش[13]دارند

های ها، نیاز به استفاده از ترکیب دادهافزایش دقت مدل

 .چندمنبعی وجود دارد

عمردتا  برر روی مجموعره     RandLA-Net تا کنون مردل 

 SemanticKITTI و Semantic3D های معیار مانندداده

هرا عملکررد   ارزیابی شده و نشان داده کره در ایرن داده  

بره   LiDARHD هایبا این حال، داده.  [14]داردبرتری 

عنوان یک مجموعره داده هروایی برا ترراکم بسریار برالا       

هرای  لس در هر مترر مربر ( دارای کرلاس   پا 10)حدود 

هررای بررالای سررطح زمررین متفرراوتی ماننررد پررل و سررازه

روی  RandLA-Net ارزیرابی  . های دائمی( هستند)سازه

هرای جدیرد تراکنون گرزارش نشرده اسرت. از       این داده

رو، یررک شررکاف مهررم تحقیقرراتی وجررود دارد کرره  ایررن

روی شرده برر   سازیضرورت مطالعه و ارزیابی مدل پیاده

 .[14]کندرا توجیه می LiDARHD هایداده

 هرای مردل  سرازی پیراده   و ارزیابی هدف با پژوهش این

 نقرراط ابررر معنررایی بنرردیبخررش در عمیررق یررادگیری

 مطالعره  ایرن  خرا،،  طرور به. است شده انجام بعدیسه

 در را آن عملکررد  و کرده بررسی را RandLA-Net مدل

 و  ++PointNetپایرره ماننررد  هررایروش بررا مقایسرره

KPConv تحلیررل عمیررق یررادگیری هررایمرردل سررایر و 

 مترراک  ماننرد  مختلف عوامل تأثیر این، بر علاوه. کندمی

 بنردی بخرش  دقرت  برر  هاکلاس تعادل عدم و نویز داده،

 ایرن  هرای نروآوری  .گیررد مری  قرار بررسی مورد معنایی

 در موجرود  هرای چرالش  جرام   بررسری  شرامل  پژوهش

 عمیرق  یرادگیری  هایروش ارزیابی معنایی، بندیبخش

 نقراط  ابرر  پردازش در مختلف هایداده مجموعه روی بر

 هایکلاس در مدل لکردعم بهبود برای همچنین،. است

 هرای تکنیرک  از سراختار دائمری،   و پرل  ماننرد  نمونهکم

 و نویزگررذاری جابجررایی، چرررخش، ماننررد داده افررزایش

 بهبرود  موجرب  کره  شرد  اسرتفاده  مجردد  بررداری نمونه

هررای شرراخص افررزایش و هرراکررلاس ایررن شناسررایی

 .   [15]شد هاآن سنجیاعتبار

 روی برر  RandLA-Net مردل  موفرق  عملکررد  وجرود  با

 روی برر  آن کارایی ارزیابی استاندارد، هایداده مجموعه

 مرورد  کمتر LiDARHD برانگیزچالش و جدید هایداده

 ماننرد  ،LiDARHD هرای داده. اسرت  گرفتره  قرار توجه

 برالا،  بسریار  ترراکم  دلیل به هلند، AHN4 داده مجموعه

 در پیچیرده  سراختاری  تنوع و وسی  جغرافیایی مقیاس

 فردیمنحصربه هایچالش طبیعی، و شهری هایمحیط

 حجرم  مردیریت  شرامل  هرا چالش این. کنندمی ایجاد را

 مختلرف  هایکلاس بین شدید توازن عدم و داده عظیم

 مقابرل  در سراختمان  و زمرین  هایکلاس فراوانی مانند)

ژه ویر این موضوع به. است( پل کلاس برای نمونه کمبود
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404تابستان  شماره دوم   ال سیزدهمس

هرای نرادر   های پیچیده شهری و برای کرلاس در محیط

 بنابراین، .های خا، نمود بیشتری داردمانند پل و سازه

 از جام  ارزیابی یک وجود عدم اصلی، تحقیقاتی شکاف

 در RandLA-Net مرردل هررایمحرردودیت و هرراتوانررایی

 دنیرای  و برزرگ  مقیراس  هرای داده نروع  ایرن  با مواجهه

 دقیرق  ارزیرابی  و سازیپیاده با شپژوه این. است واقعی

 تا کندمی تلاش ،LiDARHD هایداده روی بر مدل این

 آن عملکررد  از تریعمیق درک و کرده پر را شکاف این

 .دهد ارائه کاربردی سناریوهای در

 هامواد و روش -2

 از هررای دقررت بررالای لایرردارداده از حاضررر، تحقیررق در

 ترا  اسرت  شرده  اسرتفاده  طبیعری  و شرهری  هایمحیط

 معنررایی بنرردیبخررش در RandLA-Net مرردل عملکرررد

 هرای داده مجموعره  ابتدا. شود ارزیابی بعدیسه ابرنقاط

. شروند مری  معرفری  هرا آن هرای ویژگری  و استفاده مورد

 داده توضریح  هرا داده پرردازش پریش  فرآینردهای  سپس

 عمیرق  عصبی هایشبکه از استفاده با سازیمدل و شده

 مردل  ارزیرابی  معیارهرای  ادامره،  در. شد خواهد بررسی

 مردل  از اسرتفاده  فرآینرد  (،1شرکل )  شرد.  خواهد ارائه

RandLA-Net نقطرره ابررر معنررایی بنرردیبخررش برررای 

 .  دهدمی نمایش را بعدیسه

 
بعدی در این پژوهشسه نقطه ابرهای معنایی بندیبخش برای RandLA-Net مدل از استفاده کامل فرآیند: 1شكل 

 [
 D

ow
nl

oa
de

d 
fr

om
 jg

it.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                             4 / 22

https://jgit.kntu.ac.ir/article-1-983-en.html


 

 107 

          ..یی.معنااا یبناادبخاا  یباارا RandLA-Netماادل  یااابیارز
 جواد سدیدی و همکاران

 
 

 ابرر  عنروان  بره  نظر مورد منطقه هوایی تصاویر ابتدا، در

 مختصرات  اطلاعرات  و شرده  گرفته نظر در ورودی نقاط

 اسرررتخراج نقررراط ابرررر ایرررن از( XYZ) بعررردیسررره

 ،CloudCompare افرزار نرم از استفاده با شوندسپسمی

 انحنرای  شیب، نظیر) هندسی هایویژگی از ایمجموعه

 ماننرد ) متریرک فتوگرا هایویژگی و( نقاط تراکم سطح،

  2(NIR)نزدیرک  قرمرز مرادون  باند و  1لیزر بازتابش شدت

 اولیرره، تحلیررل از پررس. شرردند اسررتخراج ابرنقرراط از

 هرا کلاس بین تمایز در را تأثیر بیشترین که هاییویژگی

 بازترابش  مقرادیر  و  3بندیطبقه ویژگی جمله از داشتند،

 لیدیک هایورودی عنوانبه ، نزدیک قرمزمادون باند در

 بخرش  سه به هاداده. شدند انتخاب یادگیری مدل برای

 و 10% 5اعتبارسررنجی ،80% 4آمرروزش هررایداده شررامل

 بعررد، مرحلرره در. شررده اسررت  تقسرریم 10% 6تسررت

 RandLA-Net مردل  و ترکیب شدهاستخراج هایویژگی

 و هاویژگی استخراج برای مختلف هایلایه از استفاده با

. اجرا شده اسرت  نقاط ابر یمعنای بندیبخش بینیپیش

 هرای داده به مربوط هایبینیپیش مدل، آموزش از پس

 معیارهرای  از استفاده با مدل عملکرد و شده انجام تست

 ، 7 (IoU) نسرربت اشررتراک برره اجتمرراعماننررد  ارزیررابی

 مرررورد 1F  11- امتیررراز و  10فراخررروانی ،9دقرررت ، 8صرررحت

 رتصرو  بره  خروجری  نهایرت،  در. گیررد می قرار ارزیابی

 نهرایی  نتیجره  که شودمی ارائه   12بعدیسه زمین پوشش

 ایرن . دهرد مری  نشران  را نقراط  ابرر  معنرایی  بندیبخش

 تررا اولیرره ورودی را از فرآینررد کامررل طررور برره دیرراگرام

                                                           
1 Laser reflection intensity 
2 Near Infrared 
3 Classification 
4 Training 
5 Validation 
6 Testing 

7 Intersection over Union 
8 Accuracy 
9 Precision 
10 Recall 
11 F1-score 
12 3D Land Cover 

 مردل  از اسرتفاده  نحروه  و دهرد می شرح نهایی خروجی

RandLA-Net دهدمی توضیح وضوح به را.   

 داده مجموعه -1-2

 ابرر  شرامل  پرژوهش  این در استفاده مورد داده مجموعه

هروایی   هایداده از مجموعه آمدهدستبه بعدیسه نقاط

 اطلاعرات  برا  داده مجموعه این .است هلند کشور لایدار

 ارتفاع اطلاعات. است هلند کشور کل برای ارتفاع دقیق

 برا  لیرزر  فناوری از استفاده با هواپیماها و هلیکوپترها از

 یرک  شرده و  آوری جمر   مترر  سرانتی  5 عمودی دقت

  13هلنررد کشررور هرروایی لایرردار هررایداده بنرردی شرربکه

(AHN) گریرد  25 بره  را گریرد  هرر  کره  است شده ارائه 

 انجرام  تر راحت کار تا کند می تقسیم کیلومتر 25/1×1

 از اسرتفاده  با کشور کل نقشه ترسیم آن هدف که شود،

 هرا ادهد ایرن . است لایدار بالا چگالی با هوابرد های داده

 مختصرات  شامل که هستند متعددی هایویژگی دارای

 اطلاعرات  سرایر  و رن  بازتاب، شدت نقطه، هر هندسی

 چرالش  نمونه  وهای کمکلاس .شودمی محیط با مرتبط

 هرای محریط  و کوهسرتانی  منراطق  ها،پل مانند برانگیز،

 برررداری نمونرره حررد از برریش خررا، طررور برره شررهری،

 بندیبخش های الگوریتم برای قوی معیاری تا شوندمی

 تروازن  عردم  مشرکل  برا  مقابلره  بررای  .[16]کنند  ارائه

 برررای  14حررد از برریش بررردارینمونرره تکنیررک از هررا،داده

 روش، ایرن  در. شرد  اسرتفاده     15تعرداد کرم  هرای کلاس

 کمترری  نقاط تعداد که هاییکلاس به مربوط هاینمونه

 مرحلرره در ،(دائمرری هررایسررازه و پررل ماننررد) داشررتند

 یرادگیری  دفرآینر  در هرا آن تأثیر تا شدند تکرار آموزش

 سررمت برره مرردل سرروگیری از و یابررد افررزایش مرردل

ای ( نمونره 2شرکل )  .شود جلوگیری پرتعداد هایکلاس

ها را بره صرورت تقسریم بنردی شرده بررای       از این داده

   دهد.ی مختلف نشان میهاکاربری

                                                           
13  Actueel Hoogtebestand Nederland 
14  Oversampling 
15  Minority Classes 
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 نقاط ابر با منطبق های دف، برچسبو ه رنگی بوده هوایی نقاط ابر ها، قطعهکه در آن رنگ AHN داده مجموعه نمونه :2شكل

اند.های )الف( طبیعی و روستایی، )ب( و )پ( شهری و )ت(ساحلی نشان داده شدهباشد که در کاربریهوایی می

 

 در برالا  تنروع  داشتن دلیل به داده مجموعه این انتخاب

 که است شده انجام اشیاء مختلف انواع و سطوح اشکال،

 فرراهم  شرده را سرازی ل پیراده مد تردقیق ارزیابی امکان

برچسب  7های این مجموعه داده شامل آورد. کلاسمی

 ،4سراختمان  ،3گیراهی  پوشرش  ،2زمرین  ،1نشدهبندی طبقه

 نهایررت،  اسررت. در  7سررازه ریررر موقررت   و 6، پررل 5آب

، ( %80) آمررروزش بخرررش سررره بررره داده مجموعررره

 ترا  گردید تقسیم( %10) آزمایش ( و%10اعتبارسنجی )

 گیرد. قرار ارزیابی مورد جدید شرایط در لمد عملکرد

 یادگیری کتابخانه یک ،Myria3D از استفاده با آموزش 

هرای   داده پردازش برای روشنی به که بعدی سه عمیق

 کرار  گرردش . شرود  مری  انجام است، یافته لایدار توسعه

                                                           
1 Unclassified 
2 Ground 
3 Vegetation 
4 Building 
5 Water 
6 Bridge 
7 Permanent structure 

 شررده سرراخته PyTorch-Lightning روی بررر آموزشرری

 را  9هرا آزمرایش  بیردیرا  و  8شرده  توزی  آموزش که است

 .کند می ساده

 داده پردازشپیش -2-2

 مرردل، کررارایی افررزایش و داده کیفیررت بهبررود برررای

 هرا ادهد روی برر  پردازشپیش فرآیندهای از ایمجموعه

 سرازی پراک  هرا داده نخست، مرحله در. است شده انجام

 ذفح نامعتبر نقاط و نویزی هایداده پرت، نقاط و شده

 کراهش  مردل  عملکرد بر موارد این نفیم تأثیر تا شدند

 کراهش  و هاداده بالای حجم مدیریت برای سپس،. یابد

 بره  هکر  شد انجام بردارینمونه فرآیند محاسبات، میزان

 اطلاعرات  دادن دسرت  از بردون  اضافی هایداده کاهش

 . گردید منجر کلیدی

 آن طی که شد انجام هاداده سازینرمال بعد، مرحله در

 از تا شدند تبدیل استاندارد بازه یک به هاگیویژ مقادیر

                                                           
8 Distributed learning 
9 Experiment Tracking 
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 یرادگیری  فرآینرد  برر  هرا ویژگری  برخری  نرامتوازن  تأثیر

 هاداده تنوع افزایش منظور به شود. همچنین، جلوگیری

 داده افزایش هایتکنیک از مدل، تعمیم توانایی بهبود و

بره   . گردیرد  استفاده نویزگذاری و انتقال چرخش، مانند

 هررایکررلاس آن در هررا کررهسررازی دادهمنظررور متعررادل

 در دائمری  هرای سرازه  و هاپل آب، مانند خاصی معنایی

 زمرین  یرا  گیراهی  پوشرش  مانند تررایج موارد با مقایسه

 از هدفمنرد انجرام شرد کره     گیرری نمونره  هستند،  نادر

 بردارینمونه حد از بیش پیچیده نمونه یاهای کمکلاس

 نهررایی داده عررهمجمو در کررافی نمرایش  از تررا کنرردمری 

 شود. حاصل اطمینان

 هرای داده تنروع  افرزایش  منظرور  بره طرور مشرخص،   به

 هررایتکنیررک ، 1برررازشبرریش از جلرروگیری و آموزشرری

 ایرن . شد اعمال آموزشی هاینمونه روی بر 2داده افزایش

 :بودند زیر موارد شامل هاتکنیک

 حرول  نقطره  ابر نمونه هر چرخش : 3تصادفی چرخش 

 و -15] برازه  در تصرادفی  ایزاویره  برا  4عمرودی  محور

 .درجه+[ 15

 بره  نمونره  هرر  مقیاس تغییر  : 5تصادفی مقیاس تغییر 

 95/0 [بازه در تصادفی ضریب یک با یکنواخت صورت

 . ]05/1 و

 معیرار  انحرراف  با گوسی نویز افزودن:  6تصادفی لرزش 

 مردل  بره  هرا تکنیک این. نقطه هر مختصات به 01/0

 را پایرردار هندسری  هرراییویژگر  ترا  کننرردمری  کمرک 

 .بیاموزد مقیاس و موقعیت از مستقل

های آموزشری و  این تغییرات منجر به افزایش تنوع داده

مدل گردید، امری کره برا    IoU در نتیجه افزایش جزیی

 . [15]نتایج مشابه در ادبیات پیشین مطابقت دارد

 

                                                           
1 Overfitting 
2 Data Augmentation 
3 Random Rotation 
4 Z-axis 
5 Random Scaling 
6 Random Jittering 

 عمیق عصبی هایشبكه با سازیمدل -3-2

 نقراط  ابرر  معنرایی  بنردی بخرش  بررای  پژوهش، این در

 عمیق عصبی هایشبکه بر مبتنی مدل یک از بعدیسه

 اسررتخراج مرردل، ایررن هرردف. اسررت شررده اسررتفاده

 و بعرردیسرره هررایداده بررافتی و هندسرری ایهررویژگرری

 مردل . اسرت  نقراط  بره  معنرایی  هرای برچسب تخصیص

 عملکررد  دلیرل  به که است RandLA-Net   شدهانتخاب

 هررایهزینرره کرراهش و نقرراط ابررر پررردازش در مناسررب

-RandLAاسرت.   گرفتره  قررار  استفاده مورد محاسباتی

Net نقطره  ابرهرای  معنرایی  بندیبخش برای شبکه یک 

 شکل به رمزگشا-رمزگذار ساختار از که است بعدی سه

U اسرت  زیرر  کلیردی  اجرزای  شرامل  و کندمی پیروی :

 کراهش  بررای  رمزگذار هایلایه در تصادفی گیرینمونه

 مراوول  برزرگ،  ابرهرای  در کارایی افزایش و نقاط تعداد

 و هندسی اطلاعات ضبط برای محلی هایویژگی تجم 

 وزن،سبک رویکردی با متنی

 یررادگیری برررای( MLP) 7چندلایرره هررایپرسررپترون 

 بررای  پررش  اتصرالات  بالاتر، ابعاد با اینقطه هایویژگی

 و گیررری،نمونرره فرآینررد در مکررانی اطلاعررات حفررظ

 برررای رمزگشررا فرراز در همسررایه نزدیکترررین یررابیدرون

 .[14]اصلی  ورودی نقطه ابر وضوح بازیابی

 شربکه  مردل  آمروزش  روش کلری  فلوچرارت  (3شرکل) 

RandLA-Net  نقطره  ابرهرای  معنرایی  بندیبخش برای 

 معماری یک  RandLA-Net . دهدمی نشان را بعدیسه

 بره  که است پیچشی عصبی هایشبکه بر مبتنی کارآمد

 مقیاس در نقاط ابر معنایی بندیبخش برای خا، طور

 بره  کره  ییهرا روش بررخلاف . اسرت  شده طراحی بزرگ

 هررایبررردارینمونرره یررا پیچیررده هررایپررردازشپرریش

 معمرراری یررک از مرردل ایررن دارنررد، نیرراز ریراسررتاندارد

 .  بردمی بهره کارآمد و  8مسیرهتک

                                                           
7 Multi Layer Perceptrons  
8 Single-path 
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[14]بعدیسه نقطه ابرهای معنایی بندیبخش برای RandLA-Net شبكه مدل آموزش روش : فلوچارت3شكل 

 

 :از بارتندع RandLA-Net معماری در کلیدی جزء دو

 برا  نقراط  ابرر  مردیریت  بررای  : 1تصادفی بردارینمونه( 1

 جای به  RandLA-Net ،(نقطه هامیلیون) بزرگ مقیاس

 2ماننررد پرهزینرره بررردارینمونرره هررایروش از اسررتفاده

(KNN) 3یررا (FPS، ) تصررادفی کرراملا  بررردارینمونرره از 

 چشررمگیری طرررز برره رویکرررد یررنا. کنرردمرری اسررتفاده

 امکرران و دهرردمرری کرراهش را محاسررباتی هررایهزینرره

 .سازدمی فراهم را هاداده سری  پردازش

: برای جبرران از  (LFA) 4ماوول تجمی  ویژگی محلی ( 2

بررداری  دست رفتن اطلاعات ساختاری ناشری از نمونره  

شود. این ماوول یک استفاده می LFAتصادفی، از ماوول 

رتمنرد بررای اسرتخراج و تجمیر  هوشرمندانه      واحد قد

های هندسی از همسایگی هر نقطه است. فرآینرد  ویژگی

 شامل چندین مرحله است: LFAکار 

  ترررین یررافتن همسررایگان: برررای هررر نقطرره، نزدیررک

شناسایی  (KNN)همسایگان آن با استفاده از الگوریتم

 شوند.می

      کدگذاری موقعیت نسبی: موقعیرت نسربی هرر نقطره

                                                           
1 Random Sampling 
2 K-Nearest Neighbors 
2 Farthest Point Sampling 
4 Local Feature Aggregation 

ایه نسبت به نقطه مرکزی محاسبه و کدگرذاری  همس

کنرد ترا روابرط    شود. این کار به مردل کمرک مری   می

 فضایی و ساختار هندسی محلی را درک کند.

 هرای هرر نقطره برا اطلاعرات      ها: ویژگیتجمی  ویژگی

موقعیت نسبی آن ترکیب شده و سپس از طریق یرک  

( مشررترک عبررور داده  MLPپرسررپترون چندلایرره ) 

 های سطح بالا استخراج شوند.ویژگی شود تامی

     در نهایرت، یرک مکرانیزم      5ادررام مبتنری برر توجره :

ترر وزن  هرای مهرم  به صورت خودکار به ویژگی  6توجه

ها را برای تولید یرک  دهد و آنبیشتری اختصا، می

بررردار ویژگرری نهررایی برررای نقطرره مرکررزی، تجمیرر   

کنرد کره اطلاعرات    کند. این رویکرد تضرمین مری  می

 دی همسایگی حفظ شود.کلی

 7رمزگشرا -رمزگرذار  سراختار  یرک  از مردل  کلی معماری

 به LFA لایه چندین رمزگذار، بخش در. کندمی پیروی

 اعمرال  متروالی  صرورت  بره  تصادفی بردارینمونه همراه

 یافته کاهش نقاط ابر مکانی وضوح تدریج به تا شوندمی

 ترررپررایین ابعرراد در هرراویژگرری از رنرری نمررایش یررک و

 هررایویژگرری رمزگشررا، بخررش در. شررود سررتخراجا

                                                           
5 Attention-based Pooling 
6 Attention 
7 Encoder-Decoder 
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 برالاتر  ابعراد  بره  1یرابی درون از اسرتفاده  برا  شدهاستخراج

 مراحرل  از شدهاستخراج هایویژگی با و شده بازگردانده

 دقیق بندیبخش تا شوندمی ترکیب رمزگذار در متناظر

 .شود حاصل نقاط ابر اصلی وضوح در

 مدل ارزیابی -4-2

 معیارهای از استفاده با آن عملکرد مدل، آموزش از پس

 مدل یک عملکرد ارزیابی در. است شده ارزیابی مختلف

 گیررد می قرار استفاده مورد مهم معیار پنج بندی،طبقه

 ادامره،  در. دارند را خود خا، کاربرد و معنا یک هر که

 ریاضری  رابطره  همرراه  به معیارها این از یک هر توضیح

 و دقررت ارزیرابی  منظرروربره . اسررت شرده  مربوطره آورده 

 هرایی صشاخ جمله از بینی،پیش در هاالگوریتم کارایی

 :شامل اندگرفته قرار بررسی مورد که

 (،(2)دقرررررت )رابطررررره  ،((1)رابطررررره)صرررررحت 

و میرانیگن   ((4))رابطره  F1-(، امتیاز(3)فراخوانی)رابطه

 (5)( )رابطره IoU)( و mIoU) 2نسبت اشتراک به اجتماع

 زیرر  شررح  بره  کدام ریاضی هر روابط که هستند( (6) و

 :است

 (1رابطه)

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃𝑐 + 𝑇𝑁𝑐

𝑇𝑃𝑐 + 𝑇𝑁𝑐 + 𝐹𝑃𝑐 + 𝐹𝑁𝑐
 

 

 (2رابطه)

                                                𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃𝑐

𝑇𝑃𝑐+𝐹𝑃𝑐
 

 

 (3رابطه)
  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃𝑐

𝑇𝑃𝑐 + 𝐹𝑁𝑐
 

 

 (4رابطه)

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

                                                           
1 Interpolation 
2 Mean Intersection over Union 

 (5رابطه)

𝐼𝑜𝑈 =  
𝑇𝑃𝑐

𝑇𝑃𝑐 + 𝐹𝑃𝑐 + 𝐹𝑁𝑐
 

 

 (6رابطه)

𝑀𝑒𝑎𝑛 𝐼𝑜𝑈 = 𝐼𝑜𝑈𝑖 ∑
1

𝐶

𝑐

𝑖=1

 

C کلاس = 

𝑇𝑃  =بنردی  نمونره را در دسرته متبرت طبقره     تمیالگور

 .استهم متبت  کرده و نمونه

𝑇𝑁  =بنردی  طبقره  ینمونره را در دسرته منفر    تمیالگور

 .است یکرده و نمونه هم منف

𝐹𝑃  =بنردی  نمونره را در دسرته متبرت طبقره     تمیالگور

 .است یکرده اما نمونه منف

𝐹𝑁  =بنردی  طبقره  ینمونره را در دسرته منفر    تمیالگور

 .کرده اما نمونه متبت است

   :هایپرپارامترها تنظیم -5-2

 RandLA-Net بررای  آمرده دستبه تنظیمات (1) لجدو

معیار انتخاب این پارامترها بر اسراس   .دهدمی نمایش را

تاثیر آنها بر زمران اجررای الگروریتم و بهبرود احتمرالی      

 شرده ارائره  انرد. جردول  معیارهای ارزیابی انتخراب شرده  

 بره  کره  اسرت  کلیردی  هایپرپارامترهای از لیستی شامل

. اندشده انتخاب RandLA-Net دعملکر برای خا، طور

 شدهتست خلاصه و محدوده توصیفی با هایپرپارامتر هر

 یرک  عنروان  بره  تنها نه جدول این. است شده مشخص

 عمررل هایپرپارامترهررا تنظرریم برررای عملرری راهنمررای

 مرورد  در ترر آگاهانره  هایگیریتصمیم به بلکه کند،می

 بره  .کنرد مری  کمرک  مردل  عملکررد  بر پارامتر هر تأثیر

 صرورت  بره   3یرادگیری  پارامتر نرر   تنظیم متال، عنوان

 در کره  اسرت  شرده  منجرر  ترری دقیق مقدار به پیوسته

 ممکرن   4ایشربکه  ماننرد جسرتجوی   سرنتی  هرای روش

 .شود گرفته نادیده است

                                                           
3 Learning Rate 
4 Grid Search 
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 RandLA-Netمربوط به هاپرپارامترهای تنظیم شده در روش : 1جدول

                                                           
1 Batch Size 
2 Learning Rate 
3 Number of Neighbors (k) 
4 Sampling ratio 
5 MLP Layers 
6 MLP Hidden Units 
7 Epoch 
8 Optimizer 
9 Stochastic Gradient Descent 
10 Activation Function 
11 Loss Function 

 

 نتایج -3

 روی برر  مدل اجرای از آمدهدستبه نتایج فصل، این در

 در آن دعملکرر  و شرده  ارائه بعدیسه نقاط ابر هایداده

 قرار حلیلت مورد های مختلفمعنایی کلاس بندیبخش

 گیرد.می

 

 مدل عملكرد -1-3

شده، عملکررد آن برا   سازیبرای اثبات کارایی مدل پیاده

مقایسره شرد.     KPConvو   ++PointNetدو روش پایه 

طرور قابرل   بره  RandLA-Net دهرد کره  نتایج نشان مری 

عنروان نمونره، در   کنرد. بره  ای بهترر عمرل مری   ظهملاح

 mIoU بره   RandLA-Net مدل Semantic3D مجموعه

 مقدار هشد تست محدوده توصیف خلاصه هایپرپارامتر

 1دسته اندازه
هایی که در هر بار آموزش به تعداد نمونه

 .شودشبکه داده می
 16 ]64 و 8 [

 2یادگیری نر 
های روزرسانی وزننر  یادگیری برای به

 .شبکه
 002.0 ]0001/0 و 01/0 [

 (K) 3هاهمسایه تعداد
ای که در ماوول تجم  تعداد نقاط همسایه

 .شوداده میهای محلی استفویژگی
 32 ]64 و 8 [

 4گیرینمونه نسبت
گیری تصادفی در هر لایه نسبت نمونه

 .رمزگذار برای کاهش تعداد نقاط
 3.0 ]0/1 و 1/0 [

 MLP  5هایلایه
  های پرسپترون چندلایهتعداد لایه

)MLP(اینقطه هایبرای استخراج ویژگی. 
 3 ]1 و 5 [

 256 ]32 و MLP. ] 256 های پنهان در هر لایهتعداد یکان MLP  6مخفی واحدهای

 161 ]100 و 200 [ .های آموزش دورهتعداد  7تکرار

]AdamW,  9,SGD .سازی برای آموزش شبکهالگوریتم بهینه 8سازبهینه

Adam, RMSprop] 
Adam 

 هایشده در لایهازی استفادهسنوع تاب  فعال 10سازیفعال تاب 

MLP. 
[ReLU, 

LeakyReLU, ELU] ReLU 

 11زیان تاب 
تاب  زیان برای محاسبه خطای بین 

 .بینی و برچسب واقعیپیش

[Cross-Entropy, 

Focal Loss, Dice 

Loss] 
Cross-Entropy 
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حردود   KPConv کره  حالی در یافته دست 1/78%برابر 

. انرردکرررده کسرب  1/20%تنهررا  PointNet++ و %6/74

 :آورده شده است (2)در جدول کورنتایج مقایسه مذ

 
ایه پو روش د RandLA-Netمربوط مقایسه روش  :2جدول 

PointNet++   وKPConv 

 (%) mIoU روش

RandLA-Net 1/78 

KPConv [17] 6/74 

PointNet++  [18] 1/20 

 

ر د RandLA-Net شرود، مردل  طور که مشاهده میهمان

مقرادیر برالا از   . دو مورد نخست برترری معنراداری دارد  

مناب  معتبر بازیابی شرده اسرت و بیرانگر بهبرود نسربی      

 .شده استسازیمدل پیاده

 در را مرردل عملکرررد هرراینمودار مجموعرره (4شررکل )

 نجپ اساس بر مختلف هایکلاس بندیطبقه و شناسایی

 حتص دقت ، فراخوانی، ،-F1 شامل امتیاز ارزیابی معیار

 عملکررد  که دهدمی نشان نتایج. دهدمی نمایش IoU و

 محسوسری  تغییررات  مختلرف،  هایکلاس به بسته مدل

دی بنر هرای طبقره  داده بره  مربروط  اول، نمودار در دارد.

. اسرت  هرا کرلاس  سایر از ترضعیف مدل عملکرد نشده ،

 سرایر  هبر  نسبت که است 4/64 با برابر 1F- امتیاز مقدار

خروانی  فررا  مقردار  همچنین،. است ترپایین بسیار هاکلاس

 از زیررادی تعررداد دهنرردهنشرران کرره برروده 9/54 بررا برابررر

 هاآن شناسایی به قادر مدل که است کلاس این هاینمونه

 از برالاتر  ،8/77 یعنری  کلاس، این دقت مقدار. است ودهنب

 سررایر برا  مقایسرره در همچنران  امرا  اسررت، معیارهرا  سرایر 

 در نیرز  IoU مقردار . دارد قررار  پایینی سطح در هاکلاس

 در مردل  دهرد مری  نشران  کره  است 8/47 تنها کلاس این

 داشرته  ضرعیفی  عملکرد کلاس این محدوده دقیق تعیین

 است.

 بین در عملکرد بالاترین دارای های زمینهداد مقابل، در

 8/95 برابرر  1F- امتیراز  مقردار . هسرتند  هادسته تمامی

 نشران  را 7/97 مقردار  دو هرر  صرحت  و فراخوانی و بوده

 بخش این در مدل بالای بسیار دقت بیانگر که دهندمی

 نشان که است 8/93 با برابر دقت مقدار همچنین،. است

 هرای نمونره  از زیادی بسیار ددرص توانسته مدل دهدمی

 در IoU مقردار . کنرد  شناسرایی  درستی به را کلاس این

 در مقرادیر  برالاترین  از یکری  که است 3/92 نیز دسته این

 شود.می محسوب هاکلاس تمام بین

 نشران  را هاییتفاوت مدل عملکرد خا،، هایکلاس برای

 ربراب  1F- امتیاز مقدار ، کلاس پوشش گیاهی در. دهدمی

 د،دار را 6/95 مقردار  فراخوانی کهدرحالی است، 8/96 با

 نشران  موضروع  ایرن . است (98) دقت از کمتر نسبتا  که

 ایرن  هرای نمونره  از برخی شناسایی در مدل که دهدمی

 هرای بینری پریش  امرا  اسرت  شرده  مشرکل  دچار کلاس

 صحت مقدار. اندبوده صحیح بالایی میزان به شدهانجام

 کلری  عملکرد دهندهنشان که است 6/95 کلاس این در

 6/93 برا  برابرر  IoU مقردار  کره درحالی است، قبول قابل

 نسربتا   کرلاس  این در مدل همپوشانی که دهدمی نشان

 است. مناسب

 دارد، پوشش گیراهی  مشابه عملکردی  ساختمان کلاس

 و 0/95) هستند بالاتر اندکی IoU و فراخوانی مقادیر اما

 نشران  کره  بروده  2/96 رابرر ب نیرز  دقرت  مقردار (. 7/93

 از کمری  بسریار  تعرداد  نیرز  دسرته  این در مدل دهدمی

 مقردار  .اسرت  کرده گذاریبرچسب اشتباه به را هانمونه

 دهنرده نشران  کره  است 7/93 برابر دسته این در صحت

 است.  کلاس این در مدل پایدار عملکرد
 میرران در را عملکردهررا بهترررین از یکرری آب کررلاس

 کرلاس  ایرن  در -F1 امتیراز  مقدار. اردد خا، هایکلاس

 مقدار. است زمین کلاس مقدار به نزدیک که است 8/94

 تمرامی  برین  در مقدار بالاترین که بوده 1/97 با برابر دقت

 تمرامی  تقریبرا   مردل  کره  معنری  ایرن  بره  است، هاکلاس

 درسرت  را کرلاس  ایرن  در شرده داده تشرخیص  هاینمونه

 دو هر صحت و راخوانیف مقدار. است کرده گذاریبرچسب

 اکترر  توانسرته  مردل  دهدمی نشان که هستند 6/92 برابر

 مقدار. کند شناسایی درستی به را کلاس این هاینمونه

 IoUاین در را مدل بالای همپوشانی که است 3/90 نیز 

 هد.می نشان دسته
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 های اعتبارسنجی در هر کلاس و میانگین کلی: نمودار ستونی عملكرد شاخص4شكل 
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 ،اسرت  79بررای کرلاس پرل برابرر برا      -F1 مقدار امتیاز

 کره  بروده  3/79 کرلاس  ایرن  در دقرت  مقدار کهدرحالی

 ایرن  در شدهانجام هایبینیپیش در مدل دهدمی نشان

 ابر  برابر فراخوانی ارمقد. است نداشته بالایی دقت دسته

 مقردار . اسرت  دقرت  از ترر پرایین  اندکی که است 6/78

 لمد قوی عملکرد دهندهنشان که بوده 1/96 نیز صحت

 به نسبت که است 4/65 کلاس این در IoU مقدار. است

 است. ترپایین کمی دسته این معیارهای سایر

 هرا کرلاس  سرایر  برا  مقایسره  در دائمری  سراختار  کلاس

 7/77 برابرر  1F- امتیراز  مقدار. دارد تریضعیف عملکرد

 نشران  کره  اسرت  6/76 برابرر  فراخروانی  مقدار اما است،

 را کررلاس ایررن هرراینمونرره از تعرردادی مرردل دهرردمرری

 9/78 برابر دقت همچنین مقدار. کند شناسایی نتوانسته

 درنهایرت، مقردار  . شرود که نسبتا  بالا ارزیابی نمیاست 

 IoU تررین پرایین  کره  است 7/63 با برابر دسته این در 

 شود.می محسوب خا، هایکلاس بین در مقدار

 کره  دهرد مری  نشران   1میانگین کرلان  مقادیر نهایت، در

 در هرا چرالش  برخی اما است مطلوب مدل کلی عملکرد

 مقردار . دارد وجرود  همچنران  هاکلاس برخی شناسایی

 میرانگین  دهنرده نشان که بوده 2/86 با برابر 1F- امتیاز

 بوده 2/84 برابر فراخوانی مقدار. است مدل لکردعم کلی

 اسررت، ترررپررایین کمرری معیارهررا سررایر برره نسرربت کرره

 برالا  دقت دهندهنشان 7/88 برابر دقت مقدار کهدرحالی

 نیرز  صرحت  مقدار. است درست هاینمونه بینیپیش در

 عملکررد  کلری  طوربه مدل دهدمی نشان که بوده 7/86

 امرا  اسرت،  داشرته  هرا کلاس بینیپیش در دقیقی نسبتا 

 مقردار . دارد وجود هاییچالش موارد برخی در همچنان

 IoU همپوشرانی  دهرد مری  نشان که است 1/78 با برابر 

 قررار  قبرولی  قابرل  سطح در هاکلاس تمام در مدل کلی

 دارد.

 بنردی بخرش  در مردل  عملکررد  کیفی نتایجطور کلی به

 مرایش ن( 11) ترا ( 5) هرای شکل در مختلف، هایکلاس

                                                           
1 Macro Average 

 2پرذیری . به منظور ارزیابی قابلیت تعمریم است شده داده

ای از نتایج در قالب چهار زیرشکل )الف( مدل، مجموعه

هرای  هایی از محریط تا )ت( ارائه گردیده است که نمونه

های متنوع )شهری، روستایی، ساحلی مختلف با کاربری

سرازی  گیررد. در رویکررد بصرری   و طبیعی( را در بر می

ای متعلق به کلاس هدف، برا یرک   شده، نقاط دادهاتخاذ

ترراکم یرا   دهنرده حرداقل   گرادیان رنگری از زرد )نشران  

تررراکم یررا دهنررده حررداکتر ( برره قرمررز )نشرراناطمینرران

انررد، در حررالی کرره سررایر ( نمررایش داده شرردهاطمینرران

ها برای ایجاد تمایز بصری، به صورت یکنواخت با کلاس

یرن اسرتراتژی نمرایش،    انرد. ا رن  آبی مشخص گردیده

امکان تحلیل کیفی عملکرد مدل و شناسایی نقاط قوت 

و ضعف آن در تشخیص ساختارهای هندسی مختلف را 

 آورد.فراهم می

قابل مشراهده اسرت،   ( 5طور که در تصاویر شکل )همان

مرردل بررا موفقیررت توانسررته اسررت پوشررش گیرراهی بررا  

و  ساختارهای پیچیده و نامنظم، از جمله تراج درختران  

دقرت   .ایی کنرد های مختلرف شناسر  ها را در محیطبوته

دهنرده  نشران  (IoU :6/93%) بالای مدل در این کرلاس 

هرای برافتی و هندسری    توانایی آن در استخراج ویژگری 

 .ریریکنواخت گیاهان است

عملکرد عالی مدل در تفکیک کرلاس   (6شکل ) صاویرت

دهند که شرامل سرطوح همروار و    را نمایش می "زمین"

همانطور که در نتایج . ط استترین نقاط در ابر نقاتپس

(، مردل بره خروبی    IoU :3/92%) کمی نیرز تأییرد شرد   

سررطوح پیوسررته زمررین را از سررایر عرروار  ماننررد      

 .کندیز میها و گیاهان متماساختمان

، دقررت بررالای مرردل در شناسررایی  (7شررکل )تصرراویر 

 .دهدها با اشکال و ابعاد گوناگون را نمایش میساختمان

های هندسی منظم مانند سرطوح  مدل با تکیه بر ویژگی

های صراف، توانسرته اسرت ایرن     ها( و لبهمسطح )سقف

 .بندی کندبخش (IoU :7/93%) را با دقت کلاس

                                                           
2 generalization 
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 )ب( )الف(

  
 )ت( )پ(

ی، ب( روستایی و طبیعی، پ( های: الف( روستایدر کاربری"گیاهی پوشش" کلاس برای مدل بندیبخش نتایج از اینمونه: 5 شكل

 ساحلی، ت( شهری

  
 )ب( )الف(

  
 )ت( )پ(

 ، ت( ساحلیشهریهای: الف( روستایی، ب( روستایی و طبیعی، پ( در کاربری "زمین"بندی مدل برای کلاس ای از بخشنمونه: 6شكل 
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 )ب( )الف(

  
 )ت( )پ(

 روستایی، ت( شهری، پ( ساحلی، ب( شهریهای: الف( در کاربری "ساختمان"ی کلاس بندی مدل براای از بخشنمونه: 7شكل 

قابرل مشراهده اسرت،    ( 8که در تصاویر شکل )طور همان

مدل سطوح آبی را که معمرولا  بره دلیرل جرذب برالای      

امواج لیزر، تراکم نقاط بسریار پرایینی دارنرد، برا دقرت      

 کلاس این صحیح تشخیص .بالایی شناسایی کرده است

(IoU :3/90%  )یادگیری به قادر مدل که دهدمی نشان 

 است. آبی سطوح ارتفاعی و بازتابی خا، هایویژگی

  
 )ب( )الف(

 
 )پ(

 ساحلی و طبیعیهای: الف( روستایی و طبیعی ، ب( روستایی ، پ( در کاربری "آب"بندی مدل برای کلاس ای از بخشنمونه: 8شكل 

 [
 D

ow
nl

oa
de

d 
fr

om
 jg

it.
kn

tu
.a

c.
ir

 o
n 

20
26

-0
1-

29
 ]

 

                            15 / 22

https://jgit.kntu.ac.ir/article-1-983-en.html


 

 118 

 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404تابستان  شماره دوم   ال سیزدهمس

نمونره  دهرد کره چگونره کرم    نشان می (9شکل )تصاویر 

، منجرر بره چرالش در شناسرایی آن     "پرل "بودن کلاس 

هایی مرتفر  و ارلرب   ها سازهتوسط مدل شده است. پل

باریررک هسررتند کرره از نظررر هندسرری ممکررن اسررت بررا 

هرا اشرتباه گرفتره    ها یرا سراختمان  هایی از اسکلهبخش

در ایرن   (IoU : 4/65%) عملکررد متوسرط مردل   . شروند 

تصرراویر طررور کرره در همرران .هررا مشررهود اسررتنررهنمو

های این کلاس شامل سازه، شودمشاهده می (10)شکل

ها( ها، حصارها یا اسکلهساخت )مانند دکلمتفرقه انسان

هرای  کمبرود نمونره  . است که تنوع هندسی بالایی دارند

آموزشی و نبودِ یک الگوی هندسری ثابرت در ایرن نروع     

 تر مدل در این کرلاس ضعیفها، منجر به عملکرد سازه

(IoU : 7/63%) شده است. 

 

  
 )ب( )الف(

 
 )پ(

 ساحلی و شهری، پ(  ساحلی و شهری، ب(  شهریهای: الف( در کاربری "پل"بندی مدل برای کلاس ای از بخش: نمونه9شكل 

 

  
 )ب( )الف(

 شهری و ساحلی، ب(  ساحلیهای: الف( در کاربری "یساختار دائم"بندی مدل برای کلاس ای از بخش: نمونه10شكل 
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 کررلاس برررای را مرردل عملکرررد (11شررکل ) تصرراویر

 دقرت  تررین پایین که دهندمی نشان "نشدهبندی طبقه"

 کوچرک،  اشیاء شامل کلاس این(. IoU :8/47%) دارد را

 هرای دسته از یکهیچ در که است عوارضی یا نویز نقاط

 یرافتن  در مردل  دلیرل،  همین به و گیرندنمی قرار دیگر

 مواجره  جردی  چرالش  با هاآن برای مشخص الگوی یک

 .است

  
 )ب( )الف(

  
 )ت( )پ(

 ساحلی، ت( روستایی، پ( شهری، ب( شهریهای: الف( در کاربری "نشدهبندی طبقه"بندی مدل برای کلاس ای از بخشنمونه: 11شكل 

شرده  ارائه( Confusion Matrix)ریختگی ماتریس درهم

دهد که در حالی کره مردل در   نشان می( 12در شکل )

پوشرش  "(، %84/93) "زمرین "هرای  بنردی کرلاس  طبقه

( بره دقرت   %24/96) "سراختمان "و  (%01/98) "گیراهی 

 بنردی طبقه"بالایی دست یافته، عملکرد آن برای کلاس 

ترر اسرت   ( به شکل قابل توجهی پرایین %83/77) "نشده

در شناسرایی عروار  نامشرخص     الش مدلچکه بیانگر 

 .باشدمی

نشان از ماتریس درهمریختگی تحلیل متریک فراخوانی 

 و( %73/97) "زمین" هایکه در حالی که کلاس دهدمی

بررا نررر  بررالایی بازیررابی  ( %59/95) "پوشررش گیرراهی"

بنردی  طبقره " شوند، نر  فراخوانی پایین برای کلاسمی

مدل در شناسایی کامرل  بیانگر ضعف ( %88/54) "نشده

  .این کلاس است نمونهکلاس های کم 

دهررد کرره ریختگرری نشرران مرریتحلیررل مرراتریس درهررم

 "سررازه دائمرری"و  "پررل"نمونرره ماننررد هررای کررمکررلاس

بیشترین خطا را دارند. بررای نمونره، بسریاری از نقراط     

هرای مشرابه   اشرتباه بره کرلاس   به "پل"متعلق به کلاس 

از آنجرا    انرد. تخصیص یافته "نزمی"یا  "ساختمان"نظیر 

هرای  و سازه هایی مانند پلشامل کلاس LiDARHD که

شرده را  خطاهرای مشراهده   ،اسرت  برالای سرطح زمرین   

هررای آموزشرری برررای ایررن ترروان برره کمبررود نمونررهمرری

طرور کلری، دقرت    نمونره نسربت داد. بره   های کرم کلاس

ترر بروده و   پرایین  تعرداد هرای کرم  کرلاس نمونه تفکیک 

نمونره  هرا برا   ریختگی نشرانگر ترداخل آن  درهمماتریس 

 .تر استتعدادهای پرکلاس
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 است. خوانیفراو ماتریس )ب( مربوط به دقت : مربوط به ماتریس درهمریختگی هر کلاس: ماتریس )الف( مربوط به 12شكل 

 و نتایج بحث -4

در  RandLA-Net دهررد کرره مرردل تررایج نشرران مرری ن

ر و بررا سرراختار   هررای پرتکرررا  بنرردی کررلاس  طبقرره 

زمررین، پوشررش گیرراهی و سرراختمان   مانند مشررخص،

ارائه داده است. این  (IoU >  90%) عملکرد بسیار خوبی

در اسرتخراج   LFA مراوول  توان به تواناییموفقیت را می

برررداری هرای هندسری متمرایز و کرارایی نمونره     ویژگری 

هرا  تصادفی در پردازش حجم برالای نقراط ایرن کرلاس    

 .نسبت داد

نمونره و برا   های کرم قابل، عملکرد مدل برای کلاسدر م

ازه سر و  (IoU : 4/65%) ترر ماننرد پرل   هندسه پیچیرده 

ترر  به طور قابل تروجهی ضرعیف   (IoU : 7/63%) دائمی

تروان بره مروارد زیرر     بود. دلایل اصلی این خطاها را می

  :نسبت داد

 هرا از ایرن   تعداد ناکافی نمونره  :کمبود نمونه آموزشی

شرود  ر مجموعره داده آموزشری باعری مری    ها دکلاس

 .ها را به خوبی بیاموزدمدل نتواند الگوهای پیچیده آن

 هرایی از  بخرش  :هرای دیگرر  شباهت هندسی با کلاس

هرا یرا   ها ممکرن اسرت از نظرر هندسری بره جراده      پل

هررا شررباهت داشررته باشررند کرره منجررر برره سرراختمان

 .شودبندی اشتباه میطبقه

 مردل  کره  دهرد مری  نشران  شپژوه این از حاصل نتایج

 ابر معنایی بندیبخش در RandLA-Net عمیق یادگیری

 مردل . اسرت  داشرته  مروفقی  عملکررد  بعردی سره  نقاط

 و سراختمان  گیراهی،  پوشش زمین، هایکلاس توانست

 یدهنرده نشران  کره  کنرد  شناسرایی  برالا  دقت با را آب

 متنری  و هندسری  هرای ویژگری  استخراج در آن توانایی

 و زمرین  بررای  %7/97 صرحت . اسرت  دارلایر  هرای داده

 مردل  کره  دهرد مری  نشران  گیاهی پوشش برای 6/95%

 هرا کرلاس  این خا، الگوهای شناسایی به قادر خوبیبه

 بازتابی هایتفاوت به توانمی را موفقیت این. است بوده

 در کره  داد نسربت  هرا کرلاس  این هندسی هایویژگی و

 ربر  عرلاوه . هسرتند  تفکیک قابل وضوحفناوری لایدار به

 هرای کرلاس  بنردی بخرش  در مردل  صرحت  میزان این،

 کره  داد نشران  % ( نیرز 0/97) آب و( %2/96) ساختمان

 ایرن  خرا،  هرای بازتراب  و هندسری  مرنظم  هایویژگی

 هرا آن تشخیص در مدل کارایی افزایش موجب هاکلاس

 .است شده

 عملکرد بر توجهیقابل تأثیر هاداده پردازشپیش فرآیند

 و سررازینرمررال نررویز، حررذف. اسررت داشررته مرردل

 و اضرافی  هرای داده کراهش  باعری  مجردد  بردارینمونه

 افرزایش  هرای تکنیرک  از اسرتفاده . شد مدل دقت بهبود
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 کره  شد موجب نویزگذاری و انتقال چرخش، مانند داده

 و کنرد  شناسرایی  را ترری پیچیرده  الگوهرای  بتواند مدل

 سرازی لمتعاد همچنین،. یابد افزایش آن تعمیم قابلیت

 شرده،  بردارینمونه کمتر هایکلاس برای داده مجموعه

 این شناسایی بهبود باعی ،ساختار دائمی و هاپل ویژهبه

 فاقرد  کره  هرایی مردل  برا  مقایسره  در. گردیرد  هرا کلاس

 دقرت  توانسرت  حاضر مدل بودند، داده افزایش یمرحله

. آورد دسرت  به تکرارکم هایکلاس تشخیص در بالاتری

سراختار   کرلاس  تشخیص در مدل صحت خا،، طوربه

  رسید. %9/78 میزان به دائمی

 آب و سراختمان  هرای کلاس تشخیص در مدل عملکرد

 هرا ساختمان برای IoU مقدار. است توجهقابل بسیار نیز

 در مردل  برالای  توانرایی  بیرانگر  که است %7/93 با برابر

 را دقرت  این. هاستکلاس سایر از هاسازه این جداسازی

 هرای بازتراب  و هندسری  مرنظم  هرای ویژگی به توانمی

 توانسرته  مردل  که داد نسبت هاساختمان سطوح خا،

 لاسکر  مرورد  در. کند شناسایی درستیبه را هاآن است

 دهدمی نشان که شده ثبت %3/90 برابر IoU مقدار آب،

 برالایی  دقرت نسربتا   با را کلاس این است توانسته مدل

 .کند تفکیک

 هرا کرلاس  برخری  شناسرایی  در مدل عملکرد حال،بااین

 بررای  IoU مقردار  مترال،  برای. است بوده برانگیزچالش

 %7/63 سراختار دائمری   کلاس برای و %4/65 پل کلاس

 شناسرایی  در مردل  دهدمی نشان که است شده گزارش

 ایرن  علرت . اسرت  داشرته  مشرکل  حدی تا هاکلاس این

 نایر  ادزیر  تنروع  و ساختاری پیچیدگی تواندمی موضوع

 کرلاس  بررای  IoU مقردار  همچنرین، . باشرد  هاسازه نوع

 تررین پرایین  هکر  اسرت  %8/47 با برابر نشدهبندی طبقه

 یدهنرده نشران  و هاسرت کرلاس  تمرامی  برین  در مقدار

 ایرن . هاستنمونه از دسته این تفکیک در مدل دشواری

 دمع و کلاس این اشیای بالای تنوع به توانمی را ضعف

 بتنس آموزشی هایداده مجموعه در هانآ دقیق تعریف

 یرادگیری  هرای مردل  کره  دهدمی نشان مسئله این. داد

 تنروع  دارای هایکلاس با مواجهه در است ممکن عمیق

 شوند. دقت افت دچار مشخص، هایویژگی بدون و زیاد

اگرچه در این پژوهش امکان مقایسه مسرتقیم برا سرایر    

اهم نبرود، امرا   ها بر روی همرین مجموعره داده فرر   مدل

های موجرود در مقرالات دیگرر    شده با یافتهنتایج کسب

ماننرد  هرای پایره   روشهمخوانی دارد. به عنوان مترال،  

PointNet++  وKPConv   معمولا  در پردازش ابر نقراط

هرای محاسرباتی و حافظره    مقیاس بزرگ با محردودیت 

در پردازش سری   RandLA-Net شوند. کاراییمواجه می

برررداری ، برتررری رویکرررد نمونررهLiDARHD هررایداده

برررداری هررای نمونرره تصررادفی آن را نسرربت برره روش 

 کند. دستیابی بهساختاریافته در این سناریوها تأیید می

 mIoU4 برانگیرز بر روی داده چالش %1/78 کلیAHN  ،

دهنده پتانسیل بالای این مردل بررای کاربردهرای    نشان

نرد کره بهبرود    بررداری شرهری اسرت، هرچ   عملی نقشه

تعرداد نیازمنرد تحقیقرات    های کرم عملکرد برای کلاس

های موازنه داده و طراحی تواب  بیشتر در زمینه تکنیک

 .زیان آگاه به کلاس است

شده بر پایره یرادگیری عمیرق توانسرته     سازیمدل پیاده

هرای مختلرف   است دقرت برالایی در شناسرایی کرلاس    

، ل حرذف نرویز  پردازش شامیند پیشدست آورد و فرآبه

برداری هدفمنرد نقرش مریثری در    افزایش داده و نمونه

بهبود عملکرد آن داشته است. مقایسره ریرمسرتقیم برا    

نظر  از RandLA-Net دهد کههای مرج  نشان میروش

های پایه دقت و کارایی برتری محسوسی نسبت به مدل

بنرردی هررایی ماننررد طبقررهدارد. بررا ایررن حررال، چررالش

مونرره و اشرریای نامشررخص همچنرران نهررای کررمکررلاس

گیرری از  ها را با بهرهتوان آنپابرجاست؛ مسائلی که می

نظررارتی، تررر نظیررر یررادگیری نیمررههررای پیشرررفتهروش

های ترانسفورمر و طراحی توابر  زیران   استفاده از شبکه

طرور کلری، ایرن    حساس به کرلاس بهبرود بخشرید. بره    

ش نق های عصبی عمیقدهد که شبکهپژوهش نشان می

بنردی  هرای بخرش  میثری در ارتقاء دقت و کارایی مردل 

کننرد و مسریرهای   بعردی ایفرا مری   معنایی ابر نقاط سه

 .سازندنوینی را برای تحقیقات آینده فراهم می

 پژوهشهایمحدودیت -5

رررررم نترررایج مطلررروب، ایرررن پرررژوهش دارای  علررری
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هایی اسرت کره بایرد در نظرر گرفتره شروند.       محدودیت

هرررای افرررزایش داده و ه از تکنیرررکنخسرررت، اگرچررر

برداری هدفمند اسرتفاده شرد، مردل همچنران در     نمونه

نمونه ماننرد پرل و سرازه    های بسیار کمشناسایی کلاس

ویرژه در  دائمی با چرالش مواجره اسرت. ایرن ضرعف بره      

هرای نرادر در آن   های پیچیده شهری که کرلاس محیط

دهد که این امر نشان می.شودتر میاند، برجستهپراکنده

هرا، ممکرن   برای رلبه کامل بر عردم تروازن شردید داده   

ترری ماننرد توابر  زیران     است به رویکردهرای پیشررفته  

یرا   (Class-aware Loss Functions) حساس به کلاس

 . نظارتی نیاز باشدیادگیری نیمه

  AHN4دوم، عملکرد مدل تنها بر روی مجموعره داده  

پذیری نترایج  یت تعمیمارزیابی شده است . بنابراین، قابل

با تراکم نقراط، سرطح نرویز یرا      لایدار  هایبه سایر داده

هرای  های جغرافیرایی متفراوت، نیازمنرد بررسری    ویژگی

 های پایه ماننرد در نهایت، مقایسه با روش .بیشتر است

PointNet++ و KPConv  شرده  بر اساس نتایج گرزارش

 تهرای متفراو  در مقالات دیگرر برر روی مجموعره داده   

انجام شده اسرت و یرک مقایسره    (  Semantic3Dمانند)

صرورت   AHN4 هرای شده بر روی دادهمستقیم و کنترل

توانرد مسریر   ها مینگرفته است. اذعان به این محدودیت

.را برای تحقیقرات آتری در ایرن حروزه همروارتر سرازد      
. 
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Abstract 

Semantic segmentation of 3D point clouds is a key challenge in LiDAR data processing and the applications 

which are related to computer vision, robotics, and urban mapping. In this study, the performance of the 

RandLA-Net deep learning model for semantic segmentation of 3D point clouds is investigated. The dataset 

used in this study is the Dutch LiDARHD data called AHN4, which contains accurate elevation information 

from different areas, especially the urban and natural environments. To improve the model's accuracy, a data 

preprocessing pipeline including denoising, normalization, and data augmentation was applied. To assess the 

model's performance, the Intersection over Union (IoU) metric was used, which measures the percentage of 

overlap between the predicted and ground truth segments for each class and serves as a precise criterion for 

evaluating segmentation quality. The results indicated that the RandLA-Net model achieved high performance 

in segmenting classes such as ground (92/3% IoU), vegetation (93/6% IoU), and buildings (93/7% IoU). 

However,  the complex and underrepresented classes like bridges (65/4% IoU) were identified with lower 

accuracy. A comparison of the implemented model with baseline methods such as PointNet++ and KPConv 

shows that RandLA-Net provides higher accuracy with lower computational cost. The overall results of this 

study, with an overall average community-to-community ratio (mIoU) of 87/1% on the LiDARHD dataset, 

confirm the effectiveness of deep learning in increasing the accuracy and efficiency of the semantic 

segmentation of 3D point clouds for high-frequency classes. At the same time, these findings highlight the 

ongoing challenges in correct separation of the sparse classes in complex urban environments. 
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