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 چكیده

ه ی زیرزمینی و آب رودخانهاآبمنابع آب مصرفی کشورمان  نیترمهمبیشتر پهنه ایران دارای اقلیم گرم و خشک همراه با بارش اندک است. 

تا، در این راس اند.رفتهموردتوجه قرارگی کم بارش و خشک اخیر از حیث کنترل پارامترهای کیفی آب بیشتر هاسالدر ها رودخانه. باشدیم

شوری  بلندمدتات در این تحقیق تغییر ی به آن داشت.اژهیوپارامترهای کیفی است که بایست توجه  نیترمهمیکی از  ب رودخانهشوری آ

تقویت گرادیان  وشبکه عصبی عمیق، جنگل تصادفی  ازجملهی متنوع یادگیری ماشین هاروشو با  قرارگرفتهرودخانه کارون مورد ارزیابی 

ماه  18به مدت  1397پرداخته و در ادامه تا میانه سال  1395تا  1380سط شوری رودخانه کارون در بازه زمانی ی متوسازمدلمضاعف به 

ی هاروشاه مقایسه شده و م 18در بازه زمانی  شده برداشتی هادادهبا  شدهارائهی هاینیبشیپی متوسط شوری ارائه خواهد شد. نیبشیپ

یانه شوری طالعه میزان متوسط ماهمدقت و کارایی مقایسه شد. نتایج نشان داده که اولاً در بازه زمانی  ازلحاظدر این تحقیق  کاررفتهبهمختلف 

. روش شبکه عصبی خواهد بود زیآممخاطرهکه این روند افزایشی برای اکوسیستم منطقه  شده اضافه ppm/year 10تقریبی  کارون با نرخ دررود

خود توانستند  مؤثرتاحدی شبیه هم عمل کرده و هر دو روش با تنظیم بهینه پارامترهای  هاینیبشیپت دق ازلحاظعمیق و جنگل تصادفی 

بینی عصبی عمیق در پیش ی کنند. روش جنگل تصادفی نسبت به شبکهنیبشیپ ppm 170-180متوسط شوری رودخانه را با دقت حدود 

با این  شدهارائهی هاینیبشیپعمل کرده و دقت  ترموفقها ف نسبت به سایر روشکند. اما روش تقویت گرادیان مضاعبلندمدت بهتر عمل می

شان ندرصد کاهش خطای نسبی را 18درصد و در مقایسه با شبکه عصبی عمیق   13بود که در مقایسه با جنگل تصادفی  ppm 150روش 

 .دهدیم
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404بهار  شماره اول   ال سیزدهمس

 مقدمه -1

ین منیابع آب  تیر بیزر  ی زیرزمینیی  هاآبو  هارودخانه

مصرفی بشر هسیتند. اهمییت کیفییت آب رودخانیه در     

منطقه ایران که دارای اقلیم خشیک و االبیاً بیابیانی بیا     

باشید. لیذا، شیوری آب    یمی بارش اندک است دوچندان 

قیرار گییرد.    موردتوجیه ای ییژه و طوربهرودخانه بایست 

 یامیدها یپ تواندیرودخانه در درازمدت م یشور افزایش

اقتصاد و سلامت انسان داشته  ،زیستیطمح یبرا یدج

ی زیسیتی و  هیا گونیه توان بیه نیابودی   یم ازجمله. باشد

ایجیاد هزینیه مضیاعف جهیت      ،[1] هیا آنکاهش تنوع 

ی از آب، کیاهش حاصیلخیزی   بیردار بهیره یی و زدانمک

خاک منطقه و تیثثیرات منفیی اقتصیادی بیر شییلات و      

ین تیر مهمیکی از  1رودخانه کارونصید ماهی اشاره نمود. 

یر بسزایی در زندگی مردم دارد. تثثی ایران است که رودها

گیرد و وه سرچشمه میزاگرس و زرد ک کوهرشتهکارون از 

ی فرعی گوناگونی نیز دارد. طول رودخانه حیدود  هاشاخه

ی مختلیف گییاهی و   هیا گونهکیلومتر است و شاهد   950

باشییم.  یمجانوری در این رودخانه و حوضه آبریز مربوطه 

  ارزش بالایی برای مطالعات کیفی آب داراست.لذا 

بیرای شیوری کیه بیا      شیده ارائه  2ی تجربیهامدل جزبه

یافتن روابط ریاضی ساده بین عوامل محیطی و شیوری  

ی سیاز میدل شوند و عموماً دقت کمی دارند، ساخته می

ی مبتنیی بیر ییادگیری    سیاز میدل و  3مبتنی بیر فیزییک  

بینیی شیوری رودخانیه کیارایی     یشپی نیز جهت  4ماشین

ی مبتنیی بیر فیزییک از حیل     سازمدلفراوانی دارند. در 

انتشار کیه بییانگر فراینیدهای    -رانسیل انتقالمعادله دیف

انتقال نمک در اثیر جرییان رودخانیه و پخیش نمیک از      

ای بیا تمرکیز کمتیر    ییه ناحای با تمرکز بیشتر بیه  یهناح

. ایییین روش [2،3،4،5]شیییود یمیییاسیییت، اسیییتفاده 

ی عددی و میرایی هاوارهطرحیی نظیر پایداری هاچالش

                                                           
1 Karun River 
2 Empirical 
3 Physics-based 
4 Machine learning 

 را داراست.  بلندمدتها در نیبییشپ

های مبتنی بر ییادگیری ماشیین جایگیاه    یکتکنامروزه 

بینییی یشپییای در علییوم و مهندسییی در زمینییه  یییژهو

هییا یافتییه و از مزایییایی نظیییر دقییت و یییدهپد بلندمییدت

پیییذیری و توانیییایی میییدیریت ییییاسمق، بیییالا سییرعت 

ی هاروشهای پیچیده برخوردارند. در این راستا یستمس

و تقوییت   6، جنگیل تصیادفی  5ی عصیبی عمییق  هیا شبکه

ی پرکیاربرد در زمینیه   هاروش ازجمله  7گرادیان مضاعف

های فیزیکی هستند. چین و همکیاران   یدهپدبینی یشپ

(، اوبیییییه و 2018(، هیییییانتر و همکیییییاران ) 2017)

( بییرای 2024( و ژنییو و همکییاران ) 2021همکییاران)

اسیترالیا،   هیای میورای در  بینی شوری در رودخانهیشپ

نیوی در نیجرییه و دانشیوی در تیایوان، از روش شیبکه     

. همچنیین  [6،7،8،9]عصبی مصنوعی اسیتفاده کردنید   

 مصینوعی  عصیبی  شیبکه  (، کاربرد2002هوانو و فوو )

 آپیالاچیکولا  رودخانه را در شوری تغییرات ارزیابی برای

(، 2019. هو و همکیاران ) [10]بررسی کردند فلوریدا در

(، از تکنییک جنگیل تصیادفی    2020ملسه و همکاران )

(، 2024. کیولیس و همکیاران )  [12, 11]استفاده کردند

مصنوعی، هدایت الکتریکی را  عصبی شبکه با استفاده از

بینیی کردنید و   پییش  لهسیتان  در واقع وارتا رودخانه در

ی هیا نمکبرای  شدهمشاهدهکمترین ضریب همبستگی 

. همچنین [13]بوده است  96/0 مختلف در این مطالعه

ای مشیابه توسیط ربیانی    ضریب همبستگی برای مطالعه

 98/0 بینگلادش  در بهییراب  رودخانیه  (، در2022راشا )

(، به 2024. همچنین دوک و همکاران )[14]بوده است 

ی تقوییت گرادییان مضیاعف و    هامدلبررسی اثربخشی 

بینیی شیوری در   یشپبلند مدت در -حافظه کوتاه مدت

. کرباسییی و [15]دلتییای مکونییو ویتنییام پرداختنیید   

ی هییاشییبکه( بییا اسییتفاده از ترکیییب 2024همکییاران )

                                                           
5 Deep neural networks 
6 Randome forest 
7 Extreme gradient boosting (XGBoost) 
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          .. بااارای ماشاای   یااادریری  هااای روش مقایسااه  و ارزیااابی 
 هانی محبوبی و همکاران

 

بینیی  یشپتم تقویت گرادیان مضاعف به عصبی و الگوری

ی آلبییرت و باراتییای هییارودخانییههییدایت الکتریکییی در 

(، به 2024همکاران )نیازکار و  .[16]استرالیا پرداختند 

بررسیی کاربردهییای متنییوع الگیوریتم تقویییت گرادیییان   

 .[17]مضیییاعف در مطالعیییات منیییابع آب پرداختنییید  

ی هارودخانههمچنین در ایران نیز مطالعات مشابهی در 

(، 2014آذربایجان صیورت اسیت. دهقیانی و عباسیپور )    

شیییوری آب رودخانییه سییییمینه رود واقییع در اسیییتان  

با استفاده از شبکه عصبی مصینوعی   را آذربایجان اربی

مرسییوم آمییاری  هییایبییا روش تخمییین زده و نتییایج آن

متغییره مقایسیه شیده     همچون رگرسیون خطیی چنید  

(، 2008. همچنییین، کنعییانی و همکییاران ) [18]اسییت 

شوری آب رودخانه آچه چیای را بیا اسیتفاده از شیبکه     

 .[19]بینی نمودند عصبی مصنوعی پیش

توان ادعا کرد یمهای پیشین با استناد به نتایج پژوهش

هیای  ی دادهآورمیع جهای یادگیری ماشین بیا  که روش

هیای  بینیی یشپی تواند بیه ارائیه   مناسب و بلندمدت می

منجر گیردد. در ایین مطالعیه هید  آن      کارآمددقیق و 

 های زمانی ماهیانیه متوسیط  یسراست که با استفاده از 

یری کیارگ بهشوری در چند ایستگاه از رودخانه کارون و 

یییک تقویییت تکن ازجملییههییای یییادگیری ماشییین روش

گرادیان مضاعف، جنگل تصادفی و شبکه عصبی عمیق، 

بینیی بلندمییدت و دقییق متوسیط شییوری در    یشپی بیه  

 پرداخته شود. هایستگاها

 روش تحقیق -2

در اییین تحقیییق شییامل زمییان،  مورداسییتفادههییای داده

هیای  های مکانی، کیفی و هیدرولوژیکی ایسیتگاه یژگیو

هییدرومتری اسیت کیه در یییک بیازه زمیانی بلندمییدت      

بینیی شیوری اسیتفاده از    است. روش پیش شدهبرداشت

های متنوع یادگیری ماشین اسیت. از بخشیی از   تکنیک

 و نهایتیاً بیه   شیده استفادههای موجود برای آموزش داده

پرداختیه  هیای زمیانی مختلیف    بینی شوری در بازهپیش

 عنیوان بیه . موقعیت و زمیان برداشیت نمونیه    شده است

هییای مختلییف یییادگیری ماشییین در نظییر  روش ورودی

و از سییمت دیگییر  مقییادیر معلییوم هییدایت  شییدهگرفتییه

 ppm 2که با کمک ضریب به شوری در واحید   1الکتریکی

شیوند. بیرای   یمی  جهت آموزش اسیتفاده  ،اندشدهمبدل 

 TDS( 3 (مقدار نمک محلیول تبدیل هدایت الکتریکی به 

برای توجییه ضیریب    است. شدهاستفاده 64/0از ضریب 

های ثبت شیده بیرای چنیدین نمونیه از آب     از داده فوق

رودخانه استفاده شده است که هم هدایت الکتریکی آن 

مشخص بوده و هم مقدار نمک محلیول آن بیه صیورت    

هیای اسیتفاده شیده    معلوم است. این نمونه آزمایشگاهی

هیای مختلیف اسیت. درواقیع،     ها و زمانمتعلق به مکان

های ثبیت شیده در   توانست دادهبهترین مقداری که می

های مختلیف را بیرهم انطبیاق دهید، بیا      ها و زمانمکان

محاسبه شده و به عنیوان   4روش برآورد کمترین مربعات

 نظیر گرفتیه شید.   ضریب تبیدیل هیدایت الکتریکیی در   

نشاندهنده ارتباط بین هدایت الکتریکی ثبیت  ( 1شکل)

نمونیه آب مشیاهداتی رودخانیه کیارون در      50شده در 

باشید. همیانطور از   ی مختلیف میی  هیا هیا و زمیان  مکیان 

ب( مشییهود اسییت میییزان هییدایت الکتریکییی -1)شییکل

)کمتییر از )محییور افقییی(  )
S

cm

 3000  و بوسیییله اسییت

بدست آمده از کمترین مربعات به مییزان    64/0ضریب 

نمک محلول محاسبه شده که در محور عمودی نمایش 

الف( مییزان نمیک   -1گردد. شکل )داده شده، مبدل می

محلول محاسبه شده با ضریب فیوق را در مقابیل نمیک    

محلول مشاهداتی در نمونه های برداشت شده به تصویر 

ایین دو کمییت انطبیاق     کشد. همانطور معلوم است،می

که معیر    2Rخوبی با هم داشته به گونه ای که سنجه 

محاسیبه   99/0میزان انطباق این دو کمیت است برابیر  

 است. شده

                                                           
1 Electrical conductivity 
2 Part per million 
3 Total dissolved solid 
4 Least-squares estimation 
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404بهار  شماره اول   ال سیزدهمس

 
 )الف(

 
 )ب(

برداشت  یهانمونه آب در یدر مقابل نمک محلول مشاهدات 64/0 لیتبد بینمک محلول محاسبه شده با ضر زانیم)الف(  :1شكل

 ی.كیالكتر تینمک محلول در مقابل هدا زانیم ، )ب(شده

ایسیه  راست آزمایی و ارزییابی دقیت نییز از مق    منظوربه

میاه پیس از    18ها با مشاهدات در بازه زمانی بینیپیش

، انید شیده گذاشیته داده تست کنیار   عنوانبهآموزش که 

هیای مختلیف   بیراین، تکنییک  گیردد. عیلاوه  ده میاستفا

تقویت گرادیان مضاعف، جنگل تصادفی و شبکه عصبی 

هیای  بینیی عمیق از حیث دقت و عملکردشان در پییش 

 گردند.بلندمدت مقایسه می

 منطقه مورد مطالعه ها وداده -2-1

ترین یطولانمنطقه مطالعه رودخانه کارون است. کارون 

ستان ین رودخانه کشور بوده که از زردکوه در اترپرآبو 

گیرد. این رودخانیه  یمچهارمحال و بختیاری سرچشمه 

کرده که بخش عمده آن واقع در  عبوراز چندین استان 

 استان خوزستان است. 

 67000حوضیییه آبرییییز کیییارون مسیییاحتی حیییدود   

یلومترمربع را دربرگرفته است. کیارون یکیی از منیابع    ک

دنی، کشییاورزی و صیینعتی در اقلیییم حیییاتی آب آشییامی

خشییک جنییوب اربییی کشییور اسییت. در سییالیان اخیییر 

افزایش شوری این رودخانه یک مسئله بحرانیی قلمیداد   

شده که منجر به تهدید اکوسیسیتم و حییات جانیداران    

 شده است. 

ایسیتگاه هییدرومتری در    15ی هادادهدر این مطالعه از 

طول کارون از بالادست تا دلتای رودخانیه کیه متوسیط    

اسیت.   شیده اسیتفاده ، انید کیرده ماهیانه شوری را ثبیت  

مربیوط بیه شیرکت میدیریت منیابع آب بیوده و        هاداده

سیاله( از   17) بلندمیدت سری زمانی ماهیانیه   صورتبه

هییا در اختیییار کییاربر قییرار یسییتگاهامتوسیط شییوری در  

محدوده جغرافیایی رودخانیه و  ( 2شکل). در اندشدهداده

 .اندشدهدادهها نمایش یستگاهامکان 

هیای زمیانی   هیا، سیری  از داده 1برای حذ  مقادیر پیرت 

و  3، نوسیانات فصیلی  2ها به سه بخیش رونید کلیی   ایستگاه

شوند. با اسیتفاده از روش مییانگین   تقسیم می 4باقیمانده

بییه سییادگی دو بخییش اصییلی رونیید کلییی و    5متحییرک

عنیوان  مانید بیه  نوسانات فصلی بازسازی شده و آنچه می

 ،یزمیان  یهیا یسیر  لیدر تحلگردد. باقیمانده لحاظ می

 یسیاده و کیاربرد   یهیا از روش یکی ی متحرک نیانگیم

  است.  هایناهنجار ییها و شناساداده یهموارساز یبرا

 

                                                           
1 Outlier  
2 Trend  
3 Seasonality  
4 Residual  
5 Moving average 
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ی هیدرومتری سنجش شوری ماهیانه در طول رودخانههاستگاهیامنطقه مطالعه رودخانه کارون و  :2شكل

 

پنجییره  کیییهییا در داده نیانگیییروش، مقییدار م نیییدر ا

محاسبه شیده   که شامل چند اپک است، مشخص یزمان

. شیود یداده در نظیر گرفتیه می    یو به عنوان روند محلی 

 یاصل ریمتحرک از مقاد نیانگیم نیسپس با کم کردن ا

فیر    نیا با. ندیآیدست مهب  هاماندهیباق ،یزمان یسر

  1نرمیال آمیاری   عیی از توزبایسیت  میی  هیا مانیده یباقکه 

برابیر انحیرا     3 یآمیار  از آزمون توانیکنند، م تیتبع

 نیی استفاده کیرد. در ا  پرت مقادیر ییشناسا یبرامعیار 

از سیه برابیر    شیکیه بی   هیا ماندهیاز باق یریآزمون، مقاد

ها کیه االبیاً نزدییک    باقیمانده نیانگیاز م  اریانحرا  مع

در نظیر   پیرت  مقادیرفاصله دارند، به عنوان صفر است، 

روش با وجیود   نیا. و حذ  خواهند شد شوندیگرفته م

 .دارد یمناسب ییکارا ،یسادگ

باار انتقااال شااوری در  ماار رارامترهااای پ -2-2

 رودخانه 

کننیده تغیییرات شیوری در طیول     یفتوصمدل فیزیکی 

                                                           
1 Normal distribution 

اسیت کیه ییک معادلیه       2پخیش -رودخانه معادله انتقال

دیفرانسیل با مشتقات جزئی مکانی و زمیانی اسیت. لیذا    

کننیده در نحیوه   ییین تعمکان و زمان دو پارامتر مهیم و  

براین، پیارامتر  تغییرات شوری در رودخانه هستند. علاوه

ییان و هیم هندسیه    جرشیدت ی هیم بیا   اگونهبهدبی که 

مقطع رودخانه در تماس اسیت ییک پیارامتر تثثیرگیذار     

دیگییر بییر فراینیید تغییییرات شییوری در رودخانییه اسییت. 

ر توان مسئله را با کمک پارامترهای اضافی دیگر نظییم

در رودخانییه، سییرعت انتقییال   3ضییریب پخییش شییوری 

یا حتی هندسیه حیل نمیود. امیا بایسیت توجیه        4جریان

داشت که بسیاری از پارامترها ممکن اسیت در مکیان و   

نییز   هیا آنییابی  درونی مختلف موجود نبوده و هازمان

ییابی بیر خطیای    درونخطاهیای   شیده افیزوده منجر به 

ی کیه در  ادادهجموعه بینی گردد. لذا با توجه به میشپ

شامل سه پارامتر  مؤثرپارامتر  6اختیار این تحقیق بوده 

مکانی )طول جغرافیایی، عر  جغرافیایی و کیلیومتراژ(  

                                                           
2 Advection-di 
3 Diffusion coefficient 
4 Stream velocity 
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به همراه دو پارامتر زمانی )سال و ماه( و همچنین ییک  

 عنییوانبییهپییارامتر هیییدرولوژیکی )دبییی رودخانییه(    

ه بینی تمرکز شیوری بی  یشپی ورودی جهت هامشخصه

از سیال و میاه    زمیان همکار گرفته شدند. علت استفاده 

پارامترهای زمانی آن است که نوسانات شیوری   عنوانبه

پذیرد که خود ایین پارامترهیا   یماز بارش و تبخیر تثثیر 

و تغییرات  بلندمدتتابعی از زمان هستند و دارای روند 

توانید  یمی فصلی هستند. لذا دو پارامتر زمانی سال و ماه 

های بلنید و کوتیاه پدییده    بینی انواع طول موجیشپر د

باشد. علت استفاده از پارامترهای طول و عیر    کارآمد

نیییز وابسییتگی مکییانی شییدید شییوری بییه شییرایط      

هیدرولوژیکی در یک منطقیه اسیت. همچنیین ضیریب     

پخش شوری علاوه بر اینکه تابعی از زمیان اسیت، تیابع    

ودخانیه بیه دلییل    توانید در طیول ر  یممکان نیز بوده و 

تغییر شرایط هیدرولوژیکی و ویسکوزیته تغیییر نمایید.   

خود تابع جرییان و کیلیومتراژ از    1همچنین انتقال شوری

ی امجموعیه بالادست رودخانه است. لذا در حالت بهینه 

اعم از طول، عر ، کیلومتراژ، سال، ماه و دبی  هادادهاز 

سیایر عوامیل    توانند با توجه به ارتباط بیا همیدیگر و  یم

بینیی شیوری   یشپبر شوری تثثیر بسزایی بر دقت  مؤثر

 عنیوان بیه داشته باشند. در این تحقییق ایین پارامترهیا    

بیر تغیییرات    میؤثر ی هیا مشخصیه ی ورودی کیه  هاداده

 .اندشدهشوری هستند، لحاظ 

 میقشبكه عصبی ع -2-3

طیور میؤثر و بیا    به توانندیم 2یمصنوع یعصب یهاشبکه

تمرکز شوری در رودخانیه   ،یقو یمحاسبات کیتکن کی

 میؤثر برای این منظور از پارامترهای . بینی کنندیشپرا 

 یخیتیار  یهیا عنوان دادهبهبر انتقال شوری در رودخانه 

. پیس از  شیود یاسیتفاده می   شبکه عصیبی آموزش  یبرا

 ینیبشیپ یبرا تواندیم افتهیاتمام آموزش، مدل توسعه

مورداسیتفاده   نیده یآ یزمیان  یهاگام یبرا تمرکز شوری

                                                           
1 Advection  
2 Artificial neural networks 

لاییه   2از  معمیولاً ی عصبی معمولی هاشبکه .ردیقرار گ

ی عصیبی  هیا شبکهکه یدرصورتکنند یمپنهان استفاده 

های پنهیان بیشیتری داشیته    یهلاتوانند تعداد یمعمیق 

از  یکییی ،3هیییپرسییپترون چندلا یشییبکه عصییبباشییند. 

 عمیق یعصب یهاهانواع شبک نیو پرکاربردتر نیترساده

ارزش بسیزایی   ینیماشی  یریادگیها در شبکه. این است

 ادیی هیا را  در داده یرخطی یروابیط ا  توانندیم رایز دارند

اهیدافی   یبیرا  یقدرتمند یهاها را به مدلو آن رندیبگ

 لیالگیو تبید   صیو تشیخ  ونیرگرسی  ،یبنید طبقه نظیر

است:  شدهیلتشک یشبکه از سه بخش اصل نی. اکندیم

هسیته  . 6یخروجی  هیی و لا 5پنهیان  یهیا هیلا، 4یورود هیلا

هسیتند کیه از    یمصینوع  یهاها نورونشبکهاین  یاصل

 گیر ید یهیا هیی لا یهیا با نیورون  هااسیها و باوزن قیطر

 7یسییاز. بییا اسییتفاده از توابییع فعییالباشییندیمیی مییرتبط

مسیائل   یسیاز قادر بیه میدل   ی فوقهاشبکه ،یرخطیا

، اخیتلا  بیین   8هسیتند. تیابع ضیرر    یرخطیو ا دهیچیپ

در دوره آمیوزش و   شیده مشیاهده مقادیر واقعی شیوری  

کند. برای ایین  یمیری گاندازهی شده را سازمدلشوری 

 شیده اسیتفاده   9منظور از سنجه میانگین مربعیات خطیا  

این سنجه به خطاهای بیزر  حسیاس بیوده و از     است.

نیه خواهید   سازی مناسب کمیینهبهطریق یک الگوریتم 

و  هیا وزنشد. پارامترهای شبکه عصیبی عمییق شیامل    

سیازی تیابع هید     ینیه کمها هستند که از طریق یاسبا

شیامل تعیداد     10بیراین، ابرپارامترهیا  شوند. علاوهیمیافت 

، نیرخ ییادگیری، انیدازه    هیا نورونهای مخفی، تعداد یهلا

بایست قبیل از آمیوزش شیبکه     سازفعالو تابع  هادسته

نظیم شوند. انتخیاب بهینیه ایین پارامترهیا بیر      عصبی ت

                                                           
3 Multilayer perceptron 
4 Input layer 
5 Hidden layers 
6 Output layer 
7 Activation function 
8 Loss function 
9 Mean square error 
10 Hyper parameters 
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ها و ممانعت از بینییشپعملکرد و کارایی مدل، صحت 

تیثثیر بسیزایی خواهیید داشیت. در اییین      1بییش بیرازش  

مطالعه از شبکه عصبی پرسپترون چندلایه که تعیداد و  

سیازی شیده اسیت،    ینیه بههیای مخفیی آن   ییه لااندازه 

(، معمیاری شیبکه مناسیب را     شیکل یم. انمودهاستفاده 

از شکل پیداست از سه لاییه   گونههماندهد. یمنمایش 

بینی مقادیر یشپنورون جهت  20مخفی هرکدام شامل 

رهیای ورودی  اسیت. پارامت  شیده اسیتفاده تمرکز شوری 

بر انتقال شوری هسیتند کیه در    مؤثرهمان پارامترهای 

هیا  ییه لااند. علاوه بر این، اتصیال  شدهیمعرف 2-2بخش 

 01/0اسیت. نیرخ ییادگیری     برقرارشیده کامل  صورتبه

جهییت  2مییارکوادت-لحییاظ شییده و از الگییوریتم لییونبر 

است. تیابع ضیرر بیر     شدهاستفادهسازی تابع ضرر ینهکم

نگین مربعات خطای برازش بر مقیادیر تمرکیز   اساس میا

شییده یییفتعر  1395تییا  1380شییوری در دوره زمییانی 

ی پیس از سیال   هیا دادهاست. لازم به ذکر اسیت کیه از   

 اسیتفاده  هیا روشبرای ارزیابی و صحت سنجی  1395

یل پرداختیه  تفصی بیه ی آتیی  هیا بخشاست که در  شده

مخفیی آن  هیای  خواهند شد. علت انتخیاب تعیداد لاییه   

است که در ارتباط با سایر پارامترها و ابرپارامترها منجر 

هیای  هیای دقیت در میورد داده   به تحقق بهترین سنجه

های گردند. تحقق بهینه سنجهتست و راست آزمایی می

 دقت به علیت چیینش پارامترهیای مختلیف و معمیاری     

 ارزییابی شیده اسیت.     3شیبکه براسیاس آزمیون و خطیا    

هییای کارامییدی نظیییر جسییتجوی شعلیییرام اینکییه رو

بییه منظییور تنظیییم  5یییا بهینییه سییازی بییایزین 4تصییادفی

شیوند، در  خودکار پارامترها و ابرپارامترهیا اسیتفاده میی   

این مطالعه به علت سادگی و قابلیت تفسییر مناسیب از   

رویکرد آزمون و خطا اسیتفاده شید. بیه عبیارت دیگیر،      

                                                           
1 Overfitting  
2 Levenberg-Marquardt algorithm 
3 Trial and error 
4 Random search 
5 Bayesian optimization 

هییا، یییههییای مختلفییی از شییبکه بییا تعییداد لاپیکربنییدی

و مقادیر ابرپارامترهیای  ساز متفاوت توابع فعال ،هانورون

 هیای مختلیف  مورد ارزیابی قرار گرفتنید و میدل  متنوع 

ای کیه  صورت تکراری آموزش داده شد تا پیکربنیدی به

های آموزش، داده مجموعه بهترین معیارهای خطا را در

کنید، شناسیایی شیود.    فراهم میو صحت سنجی  تست

بر است، روش تجربی از نظر محاسباتی زمان اگرچه این

کنید کیه میدل نهیایی     تضیمین میی  در عین سادگی اما 

یکییی از .هییا تطییابق داردهییای دادهخییوبی بییا ویژگیییبییه

هییای مختلییف هییای مدلسییازی بواسییطه روش چییالش

یادگیری ماشین بحیث ابیتلای میدل سیاخته شیده بیه       

سط برازش توباشد. برای ممانعت از بیشبرازش میبیش

شبکه عصبی چندلایه ساخته شیده اولاً، از تعیداد لاییه    

های کم استفاده شده است که این موضیوع  کم و نورون

بیرازش را  تواند ریسیک منجیر شیدن بیه بییش     خود می

بیرای کیاهش    6کاهش دهد. ثانیاً، از پارامتر پایدارسیازی 

شود. این امیر منجیر بیه    برازش استفاده میریسک بیش

های شبکه از طریق ریانس خروجینرم شدن و کاهش و

جریمه کردن تابع هد  با نرخ تعیین شده توسیط ایین   

ها برخی از ابرپارامترها که قبلاً به آن پارامتر خواهد شد.

، 7سییگموئید -اشاره نشده عبارتند از: تابع فعالساز تانژانت

، تعداد اپک آمیوزش برابیر   32برابر  8حجم دسته آموزش

بیوده   10-3برابیر    2Lاز نیوع   و نرخ پایدارسیازی  1000

 است. 

 
 

 

                                                           
6 Regularization parameter 
7 Tansig  
8 Batch size 
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بر انتقال شوری و پارامتر خروجی تمرکز شوری مر رمعماری شبكه عصبی پرسپترون چندلایه به همراه پارامترهای ورودی : 3شكل

 

 جنگل تصادفی -4-2

 1گروهیی  جنگل تصادفی، یک الگوریتم یادگیری ماشیین 

 3 و هییم رگرسیییون 2بنییدیاسییت کییه هییم بییرای دسییته

 ینیکیی از پرکیاربردتر   شود. جنگل تصادفیاستفاده می

شیامل تعیدادی    اسیت و های یادگیری ماشیین  الگوریتم

مختلیف   هاییرمجموعهدر ز باشد کهیم 4درخت تصمیم

آن مجموعیه   از بینیی قرار دارد و برای بهبود دقت پیش

مبتنیی  عملکرد درخت تصیمیم  گیرد. داده، میانگین می

بیر اسیاس   صورت است کیه ابتیدا   ینبدبوده و  5بر نظارت

نظیر  ییا در   سیؤال را با پرسیدن یک  هادادهیک ویژگی 

کنید. سیپس نوبیت بیه     یمی یک شیرط تقسییم    گرفتن

، هیر  درواقیع سد که رشد کننید.  ریمی درخت هاشاخه

یک نتیجیه ممکین اسیت )بلیه/خیر،      دهندهنشانشاخه 

در ییت،  درنها درست/نادرست ییا ییک آسیتانه عیددی(.    

بینیی نهیایی )ییک کیلاس بیرای      یشپانتهای هر شاخه 

                                                           
1 Ensembeled  
2 Classification  
3 Regression  
4 Decision tree 
5 Supervised  

ی، یا یک مقدار برای رگرسیون( وجود دارد که بندطبقه

شیود. جهیت   تصمیم نهایی در این قسیمت گرفتیه میی   

هیای مختلفیی نظییر    یتمالگوردرخت تصمیم از  ساختن
6 ID3 ،4.5C  ،7 CART  8و CHID تییوان اسییتفاده یمیی

هیا و تقسییم   یژگیی ونمود که اساس کار همگی ارزیابی 

 ها است.یژگیوداده بر اساس 

تکییه بیر ییک درخیت تصیمیم،       یجاجنگل تصادفی به

و نتیجیه نهیایی را    گییرد میی را از هر درخت  بینییشپ

تعیداد بیشیتر   . [20]گییرد عنوان خروجی در نظر میی به

شیود و از  درختان در جنگل منجر به دقت بیالاتری میی  

 .[22, 21]کنید  جلوگیری می بیش برازش بروز مشکل

ها داده یسازمرحله آماده در روش جنگل تصادفی اولین

هیا،  برای آموزش مدل اسیت کیه شیامل پاکسیازی داده    

و  دیر ازدسیت رفتیه  حذ  مقادیر اشیتباه، بازییابی مقیا   

به متغیرهیای عیددی    شدهیبندتبدیل متغیرهای طبقه

 آموزشی و آزمایشی یهاها به مجموعهاست. سپس داده

انتخیاب   شیامل  مرحلیه بعید   .شیوند یتقسیم می  )تست(

                                                           
6 Iterative Dichotomiser 3 
7 Classification And Regression Trees 
8 Chi-square Automatic Interaction Detector 
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برای هیر درخیت در    هایژگیاز و اییرمجموعهتصادفی ز

برازش و افزایش  یشجنگل است. این کار برای کاهش ب

های تصیمیم  درختسپس  .شودتنوع درختان انجام می

طیور  کیه بیه   هیا یژگیی ای از وبا استفاده از زیرمجموعیه 

هیای  . درخیت شیوند یم، ساخته اندشدهتصادفی انتخاب

تصییمیم بییا اسییتفاده از یییک الگییوریتم تقسیییم بییاینری 

شوند، کیه در آن هیر گیره داخلیی     بازگشتی ساخته می

و مقییدار آسییتانه   ویژگیییا بییر اسییاس یییک  هییا رداده

 .کنییدتقسیییم مییی یرمجموعییهشییده بییه دو زانتخییاب

تصیمیم سیاخته شیدند،     یهیا تمیام درخیت   کهیهنگام

مجموعه تست است. این کار بیا   بینییشمرحله بعدی پ

هیا از تمیام درختیان جنگیل بیا      بینیی آوری پییش جمع

ئل مسیا  شود. درانجام می گیرییاستفاده از مکانیزم رأ

عنیوان  که توسط اکثریت درختان به یبندی، کلاسطبقه

شیود.  انتخاب می شده است،بینییشنهایی، پ بینییشپ

بینییی درختییان رگرسیییون، میییانگین پیییش مسییائلدر 

، ییت درنها .گیردد ینهایی انتخاب می  بینییشعنوان پبه

که بییانگر  عملکرد مدل با استفاده از معیارهای مختلفی 

شیود. اگیر عملکیرد میدل     ییابی میی  ارزصحت هسیتند،  

 بینیی یشتیوان از آن بیرای پی   باشید، میی   بخشیترضا

صورت مکرر، های جدید استفاده کرد. این مراحل بهداده

و  هیییایژگییییواز هیییای مختلیییف  بیییا زیرمجموعیییه 

شوند تا به سطح های مختلف داده، تکرار میزیرمجموعه

 د.دست پیدا کنن صحتموردنظر از 

هیای  فی چیون از تجمییع درخیت   در روش جنگل تصاد

خیود ریسیک ابیتلا بیه     شود، خودبیه تصمیم استفاده می

برازش کمتر خواهد شد. با این حیال، پارامترهیایی   بیش

، کیه عمیق هیر درخیت تصیمیم را      1نظیر عمق ماکزیمم

سیازد و همچنیین افیزایش مقیدار پییارامتر     محیدود میی  

هایی که در ییک بیر  میورد نییاز     کمترین تعداد نمونه

تیر شیود.   هیای نیرم  بینیی تواند منجر به پییش ت، میاس

                                                           
1 Maximum depth 

 2گییری بیا جایگیذاری   همچنین، قراردادن پارامتر نمونیه 

تواند وریانس مدل یا برای آموزش هر درخت تصمیم می

برخیی از ابرپارامترهیای    بیرازش را کیاهش دهید.    بیش

 3تنظیم شده برای مدل به قرار ذیل است: تعداد درخیت 

، حداقل تعداد نمونه 14واحد، عمق ماکزیمم برابر  100

، بیشینه تعیداد ویژگیی بیرای    10برابر  4برای تقسیم گره

هیا  ، ضرایب وزندهی نمونیه 2برابر  5انتخاب در هر تقسیم

برابیر رگرسییون    6و معیار تقسیم گیره  14/9× 10-4برابر 

 کمترین مربعات وضع شده است.

 تقویت گرادیان مضاعف   -5-2

یک الگوریتم یادگیری ماشیینی  قویت گرادیان مضاعف ت

کیه از   ، بیا ایین مفهیوم   مبتنی بر درخت تصیمیم اسیت  

 هیای تصیمیم  توأم بیا درخیت   چارچوب تقویت گرادیان

اییین الگیوریتم، ترکیبییی مناسییب از   .کنید اسیتفاده مییی 

سازی را برای به دسیت آوردن نتیایج   های بهینهتکنیک

تیرین  سباتی کمتر در کوتیاه بهتر با استفاده از منابع محا

ی از ایین الگیوریتم بیرا    .گییرد زمان ممکن به کیار میی  

 نیییدر اشییود. اسییتفاده میییو رگرسیییون ی بنییدطبقییه

 جیاد یا یصیورت متیوال  بیه  میتصیم  یهادرخت تمیالگور

گیییری کوچییک و سییاده یمتصییمشییوند و درختییان یمیی

ی تکنیکی به نام تقویت به ییک میدل واحید و    یلهوسبه

شیوند، کیه هیر درخیت جدیید سیعی       یمتر تبدیل قوی

 ی قبلییی را برطییر  هییادرخییتکنیید خطاهییای  مییی

 .[23]نماید

ی هیا میدل یک روش گروهی است که از تجمیع  7تقویت

روش تقوییت   درواقیع رسید.  یمی تر یقوضعیف به مدل 

خواهد شد. این  گرادیان منجر به کمینه شدن تابع ضرر

ی جدیید کیه سیبب کیاهش     اهی مدلامر توسط افزودن 

 پذیرد.یمگرادیان تابع ضرر خواهند شد، صورت 

                                                           
2 Bootstrap  
3 N-estimator 
4 Min-sample-split 
5 Max-feature 
6 Criterion  
7 Boosting  
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الگوریتم تقویت گرادیان مضاعف ابتدا با یک مدل سیاده  

بینیی  یشپی ضیعیف   صیورت به)یک درخت تصمیم( که 

شود. سپس خطاهیای ایین درخیت را    کند شروع میمی

کنیید یمیییگییر بررسییی دعبییارتبییهکنیید، محاسییبه مییی

ها به چیه مییزان بیه مقیادیر واقعیی نزدییک       بینییشپ

بینیی  یشپهستند. در ادامه نیز یک درخت جدید برای 

شود تا اشیتباهات را  خطاهای باقیمانده آموزش داده می

شود تیا  تکرار می قدرآناصلاح کند. در آخر این فرآیند 

بینی نهایی ترکیب شیوند و بیه   یشپهمه درختان برای 

روش جنگیل    ییابیم.  بالادسیت ییک جیواب بیا صیحت     

هییر دو از تصییادفی و روش تقویییت گرادیییان مضییاعف  

های یادگیری تجمعی مبتنی بیر درخیت تصیمیم    روش

سیازی بیا   هستند، امیا در نحیوه سیاخت میدل و بهینیه     

جنگیل تصییادفی  . هییای اساسیی دارنید  یکیدیگر تفیاوت  

صیورت مسیتقل و بیا    گیری را بهچندین درخت تصمیم

ها ایجاد کیرده و  برداری تصادفی از دادهاستفاده از نمونه

هییا را بییرای کییاهش واریییانس و جلییوگیری از نتییایج آن

درمقابل، الگوریتم تقوییت   .نمایدبرازش ترکیب میبیش

کنید، یعنیی   گرادیان مضاعف به روش تقویت عمل میی 

شوند و هر درخیت  صورت متوالی ساخته میها بهدرخت

درخیت قبلیی را بیا     مانده ازکند خطاهای باقیسعی می

 .سازی مبتنی بر گرادیان تصحیح کنید استفاده از بهینه

اگییر بخییواهیم بییه شییکل بصییری ارتبییاط بییین  درواقییع

ی تصیمیم و خروجیی را   هیا درختهای ورودی و یژگیو

هییای جنگییل تصییادفی و تقویییت گرادیییان یتمالگییوردر 

( مراجعه نمیود.   شکلتوان به یممضاعف نمایش دهیم، 

هییا شییامل  یوروددر شییکل پیداسییت،   گونییههمییان

بر متوسط شوری ماهیانیه در رودخانیه    مؤثرپارامترهای 

بییوده کییه شییامل پارامترهییای زمییانی )سییال و مییاه(،    

پارامترهای مکانی )طول و عر  جغرافیایی و کیلومتراژ 

ین پارامتر هیدرولوژیکی یعنی ترمهماز بالادست رود( و 

 دبی هستند.

 

 
 

 ی جنگل تصادفی و تقویت گرادیان مضاعفهاتمیالگوردر  هایخروجو  هایورود: ارتباط بین 4شكل

ابرپیارامتر   نیچنید  زیمضاعف ن انیگراد تیروش تقو در

 نیییممانعییت کننیید. ا  بییرازششیبیی ازقییادر هسییتند  

 یهییادرخییت ممیابرپارامترهییا عبارتنیید از عمییق مییاکز 

 یآموزشی  یهیا که معر  نمونه 1رنمونهیپارامتر ز م،یتصم

پیارامتر   نیهمچنی استفاده شده در هر درخیت اسیت و   

                                                           
1 Subsample  

ماننید پیارامتر    قیاً یها کیه دق مجموع وزن نمونه نیکمتر

گیل  بیر  در روش جن  کیی  یهیا تعداد نمونیه  نیکمتر

برخیی از ابرپارامترهیای تنظییم     .کنید یعمل م یتصادف

شده برای مدل به قرار ذیل است: ضیرایب پایدارسیازی   

L1  وL2  بییه ترتیییب بییه صییورت
3

10


 و
3

10




و  14، حداکثر عمیق  1/0اند. نرخ یادگیری انتخاب شده

درنظیر گرفتیه شیده اسیت. تعیداد       1پارامتر گاما برابیر  
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اختییار شیده    7/0واحد و پارامتر زیرنمونه  100درخت 

 است. 

  هادادهطرح کلی پردازش  -6-2

بیر تمرکیز    میؤثر ی ورودی که شامل پارامترهای هاداده

معرفییی شییدند وارد  2-2شییوری هسییتند و در بخییش  

از سه روش مبتنی بر یادگیری ماشیین کیه در    هرکدام

پییرداختیم،  هییاآنبییه  2-5و  2-4،  2-3ی هییابخییش

و صحت  شدهانجامی سازمدلشوند. توسط هر روش یم

درصید داده تسیت کیه از مشیاهدات      20ی بیا  سازمدل

ارزیابی  اندنداشتهرکتی ی مشاسازمدلو در  اندجداشده

میاه   18ین، عملکرد هر سه مدل برای براگردد. علاوهیم

شده و با مشاهداتی واقعیی  یبررسی تست هادادهپس از 

گردنیید. یمییمییاه صییحت سیینجی  18موجییود در اییین 

دهید. یمی را نشیان   هادادهطرح کلی پردازش ( 5شکل)

 

 
 

هاداده: طرح کلی پردازش 5لشك
 

 ها و راست آزمایی  ارزیابی مدل -7-2

 دودسیته ی تحقییق بیه   هادادهقبلاً بیان شد،  طورهمان

ی که از سازمدلی مربوط به هادادهتقسیم شدند. ابتدا، 

را شییامل  1395لغایییت پایییان   1380ابتییدای سییال  

جهیت آمیوزش شیبکه عصیبی      هاداده. از این گردندیم

عمیییق، جنگییل تصییادفی و الگییوریتم تقویییت گرادیییان  

بیا هیر    شیده سیاخته مضاعف استفاده شد. ارزیابی مدل 

بررسیی شییدند.   RMSEو  2Rی هیا سینجه روش توسیط  

 18بیه میدت    1397تا میانیه   1396ی هادادههمچنین 

ماه جهت صحت سنجی نتایج به کار گرفته شید. بیرای   

ی شوری توسط هر سه روش بیا  هاینیبشیپاین منظور 

در اییین بیازه مقایسیه شییده و از    شیده انجیام مشیاهدات  

بییرای بررسییی صییحت  NRMSEو  RMSEی هییاسیینجه

 نتایج استفاده شد.  

ی در یک تابع را نیبشیپقابل  انسیوارسهم  2Rسنجه 

. در حقیقت دهدیممتغیر مستقل نمایش  لهیوسبه

مقادیر بازتولید شده توسط مدل چقدر به  دهدیمنشان 

. این سنجه مقادیری بین صفر اندبودهمشاهدات نزدیک 

باشد  ترکینزدو یک اختیار کرده که هرقدر به یک 

ی استفاده شود که اسنجهبهتر است. اما برای اینکه از 
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 تربزر ه و هم به خطاهای هم شامل بایاس بود

 هامدلنیز جهت ارزیابی  RMSEباشد از  ترحساس

، iyاستفاده شد. اگر مشاهدات تمرکز شوری را با 

 توسط مدل را با  شدهینیبشیپمقادیر بازتولید شده یا 

ˆ
iy و متوسطn  را با  شدهمشاهدهمقدارiy  نمایش

جهت ارزیابی و صحت  کاررفتهبهی هاسنجهدهیم، 

 .گردندیم( محاسبه 5و  4، 3، 2، 1سنجی از روابط )

(                         1رابطه)

2

2 1

2

1

ˆ( )

R 1

( )

n

i i

i

n

i i

i

y y

y y







 






 

اسیت کیه بیر مییانگین      RMSEهمیان   NRMSEسنجه 

تییا همچنییان بییه  شییودیمییمقییادیر مشییاهدات تقسیییم 

 طیور بیه خطاهای بزر  حساس باشید و نییز خطاهیا را    

نسبی بیان کند یعنی یک سنجه مستقل از مقیاس بوده 

و دقت را برای همه نوع داده با مقادیر مختلف کمتر ییا  

 MAE(1 (میانگین قدر مطلیق خطیا  بیشتر نمایش دهد. 

شیده و  بینیی ختلافات مطلق بین مقادیر پیشمیانگین ا

کنید و بیه همیه خطاهیا وزن     را محاسبه میی  مشاهداتی

مجیذور کیردن   بیا   RMSEدهید. در مقابیل،   یکسانی می

دهید و  تیر وزن بیشیتری میی   خطاها، به خطاهای بزر 

تر است. بیه طیور کلیی،    های پرت حساسنسبت به داده

MAE کیه  حالیتری بیرای تفسییر اسیت، در   معیار ساده 

RMSE  در شرایطی که خطاهای بزر  اهمیت بیشتری

 .تر استمناسب سنجه دارند،

2(                   2رابطه)

1

1
ˆRMSE ( )

n

i i

i

y y
n 

  

 

(                             3رابطه)
RMSE

NRMSE
y

 

                  (        4رابطه)
1

1
ˆMAE

n

i i

i

y y
n 

  

                                                           
1 Mean Absolute Error 

 جیی را اریمع کی MAPE( 2( مطلق یدرصد خطا نیانگیم

 زانیی است کیه م  ینیبشیپ یهادقت مدل یابیارز یبرا

را  شیده ینیبشیو پ مشاهداتی ریمقاد نیب ینسب یخطا

و شامل این مزییت اسیت    کندیم انیبه صورت درصد ب

 یمی  انیب هاکه خطا را به صورت مستقل از مقیاس داده

قدر مطلق نسبت خطاهیا بیه    نیانگیاز م اریمع نیکند. ا

 :دیآیبه دست م( 5نظیر رابطه ) یواقع ریمقاد

(                        5رابطه)
1

ˆ1 n

i i

i i

y y
MAPE

n y


  

ها در عملکرد مدل و مقایسه یابیارز همچنین به منظور

 3انویمار-بولدیدا یاز آزمون آمار یسنجصحت یبازه

(DM) آزمون  نیا یاز اجرا. هد  گرددیم استفاده

شده به صورت ساخته یهاآن است که مدل یآمار

 یسنجدر بازه صحت هاینیبشیجفت از لحاظ صحت پ

 یخطا tزمان خاص مانند  کیشود. اگر در  سهیمقا

 اول مدل
1,t

e  مدل دوم  یخطا وباشد
2,t

e  در نظر

مربعات  نیانگیم 4معر  تابع ضرر  g(.)گرفته شود و 

 آید:( بدست می6که از رابطه ) باشد  5(MSEخطا )

                                (    6رابطه)
 

2

1

1 T

e t

t

g e
T 

  

 دو مدل نیب ضررتابع اختلا   (7رابطه ) نصورتیا در

 را بیان کرده که با
t

d  شودمینشان داده: 

                    (      7رابطه)   
1. 2,t t t

d g e g e  

 هیاول فر  DMآزمون  در
0

H در نظر  ریصورت زبه

دقت  نیب یکه اختلا  قابل توجه شودمی گرفته

توسط دو مدل نیست و فر  ارائه شده  یها ینیبشیپ

ثانویه 
1

H  بدان صورت است که یک مدل از لحاظ دقت

آزمون  نیا یاجرا بر مدل دیگر برتری دارد. برای

 :شودیم فیتعر (8رابطه )صورت به 6ایآماره

                                                           
2 Mean Absolute Percentage Error 

3 Diebold-Mariano 
4 Loss function 

5 Mean Square Error 

6 Test statistic 
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(                               8رابطه)
  /d

d
DM

V T

 

 (،8در رابطه ) که
1

1 T

t

t

d d
T 

   میانگین اختلا  تابع

و ضرر بین دو مدل  dV شده  زده نیتخم انسیور

 یبرا
t

dمعمولاً از  انسیور نیا نیتخم ی. براباشدیم ها

 1سازگار یو خودهمبستگ انسیوار یناهمسان نیتخم

(HAC) ((9)رابطه) شودیاستفاده م. 

(          9رابطه)
 

  

1

0

1

1

2

1

h

d
k

k

T

k t t k

t k

V

d d d d
T

 









 

 

  











 

 یرا بییرا یشییرویپ یهییاتعییداد گییام h، (9) رابطییهدر 

 .دهدیم نشان یمحاسبه همبستگ

از  شیب تعریف شده DMقدرمطق آماره  چنانچه
/ 2

Z


 

فر   ،باشد برای توزیع نرمال
0

H نیرد خواهد شد، بد 

دو مدل باهم متفاوت  ینیبشیپ یمعنا که خطا

0.05 2نانیآزمون را در سطح اطم نیاست. ابوده  

آن  ریکه نظ میدهیانجام م
0.025

1.96Z   برای توزیع

. چنانچه قدرمطلق آماره محاسبه شده از باشدیمنرمال 

ها از لحاظ معناست که مدل نیباشد بد شتریب 96/1

اول  مدلمثبت باشد،  dچنانچهاند و دقت متفاوت بوده

 . دارد یبر مدل دوم برتر

ها به بررسیی عیدم   در ادامه بحث ارزیابی و مقایسه مدل

پردازیم. برای این منظیور  حاصل از هر مدل می 3قطعیت

روش فیوق   استفاده شده است.  4از روش بوت استرپینو

قطعیت و روش آماری ناپارامتریک برای برآورد عدمیک 

ها است که بدون نیاز به فر  توزیع خاصی توزیع آماره

گییری  شود. در این روش، با نمونهها انجام میبرای داده

های موجود، تعداد زیادی گذاری از دادهتصادفی و با جای

                                                           
1 Heteroskedasticity and Autocorrelation Consistent 
2 Significance level 
3 Uncertainty  
4 Bootstrapping  

 .شیود استرپ( تولید میهای بوتنمونه مصنوعی )نمونه

توان یک آماره نظیر انحرا  معیار را برای هیر  سپس می

نمونه محاسبه نمود. این فرایند امکیان تخمیین فاصیله    

 سازد.و عدم قطعیت هر مدل را فراهم می 5اطمینان 

 نتایج عددی -3

ی هیا مشخصهاز  هرکدامای اینکه ارتباط بین در ابتدا بر

ی را با تمرکز ماهیانیه شیوری   سازمدلدر  شده استفاده

. در ایین شیکل   گیردد یمی ( ارائیه   شیکل بررسی کنیم، 

 دهنید یمی محورهای قائم تمرکز ماهیانه شوری را نشان 

تغیییییر  ppm 1500تیییا  ppm 200کیییه مییییزان آن از 

از  هرکیدام . همچنیین محورهیای افقیی معیر      کندیم

 عنییوانبییه 2-2در بخییش  شییدهانیییبی هییامشخصییه

بیرای بررسیی   بر تمرکز شوری هستند.  مؤثرپارامترهای 

تمرکز ماهیانیه  ده مختلف بر شهای مشاهدهتثثیر ویژگی

ای برای شیش متغییر   شوری رودخانه، نمودارهای جعبه

شامل سال، ماه، طیول جغرافییایی، عیر  جغرافییایی،     

با توجه بیه شیکل   دبی جریان و طول رود ترسیم شدند. 

گفیت مییانگین    تیوان یمی برای متغیر سیال   شدهمیترس

تیا   1380شوری و کران بالا و پایین آن در بیازه زمیانی   

. مییانگین شیوری در   روند افزایشی داشته اسیت  1395

 ppm 740طول رودخانه در ابتدای بازه مطالعیه حیدود   

. رسییده اسیت   ppm 900بوده و در اواخر بازه به حدود 

در یک بیازه زمیانی    ppm 160به طور میانگین افزایش 

 ppm 10ساله وجود داشته که نرخ افزایش تقریبیی   16

دامیه ایین رونید افزایشیی     هید. ا ددر سال را نشیان میی  

ی را در آینیده داشیته   ریناپیذ جبیران پیامدهای  تواندیم

نشییان ( 6شییکل)ی ترسیییم شییده در نمودارهییاباشییند. 

دهند کیه طیول و عیر  جغرافییایی تیثثیر مکیانی       می

 افزایشیویژه، روند توجهی بر توزیع شوری دارند. بهقابل

طول جغرافیایی مشیاهده   کاهشمشخصی در شوری با 

در امتیداد   افزایش شیوری تواند ناشی از شود که میمی

و نزدیکیی   فیارس جیخلی به سیمت   رودخانه اربیمسیر 

                                                           
5 Confidence interval 
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نظم کمتر در عر   باشد. الگوی مشابه اما با مصیب آن

 بیا کیه منیاطق   طیوری شیود، بیه  جغرافیایی نیز دیده می

 31٫8تیا   31٫6ویژه در حیدود  های جغرافیایی )بهعر 

کیه   دهنید درجه( کاهش محسوسی در شوری نشان می

ی هیا سیتگاه یادر  شیده انجامبه علت مشاهدات  تواندیم

سنجش شوری در بخش شرقی رودخانه با عر  کمتیر  

 مراجعه شود(.( 2شکل)درجه باشد )به  32از 

در مقابل، دبی جریان و طول رود تثثیرات هیدرولوژیکی 

کوس با شیوری از خیود   ای معتوجهی دارند و رابطهقابل

طور محسوسی دهند. با افزایش دبی، شوری بهنشان می

کننده حجیم بیالای   یابد که بیانگر نقش رقیقکاهش می

تیر در طیول   های تیازه جریان آب و اختلاط بیشتر با آب

. همچنیین از ردییف آخیر اشیکال     مسیر رودخانه اسیت 

پیداست که افیزایش کیلیومتراژ از بالادسیت بیا مییزان      

رکز ماهیانه شوری ارتباط مستقیم دارد یعنی هر چه تم

رودخانه که محل تلاقیی آن  ( Estuary) به سمت مصب

، مییزان متوسیط   میی رویمی اسیت پییش    فیارس جیخلبا 

ی آزاد هیییاآبماهیانییه شییوری در اثیییر اخییتلاط بییا     

 بلندمیدت تغیییرات فصیلی )میاه( و     اسیت.  افتهیشیافزا

کیه  طوریدهند، به)سال( اثرات نسبتاً کمتری نشان می

هییا هییا و سییالهییای بییین چییارکی در بیشییتر مییاه بییازه

همپوشانی دارند؛ این امر حاکی از آن است که تغییرات 

زمانی در مقایسه با عوامل مکانی و هیدرولوژیکی نقیش  

درمجمیوع، ایین تحلییل چندبعیدی بیر      . ای دارندثانویه

های جریان در و ویژگی یمکان هایگیویژ اهمیت بالای

نشیان  توانید  نوسانات شوری تثکیید دارد و میی   بازسازی

نقیش بیه سیزایی در     شدهگرفتهدهد پارامترهای به کار 

ایین  بازتولید متوسط ماهیانیه شیوری خواهنید داشیت.     

روابط و تعاملات پیچیده بین پارامترها و مییزان تمرکیز   

جهیت   کننیده بیی ترایک عامل  تواندیمماهیانه شوری 

ی ییادگیری  رخطی یای سیاز مدلی هاکیتکناستفاده از 

 ماشین باشد.
  

 
کیلومتراژ از بالادستهای سال، ماه، طول، عرض، دبی و : نمایش تغییرات تمرکز شوری در مقابل ویژگی6شكل
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ی بییه کییار  هییایژگیییواز  هرکییداماهمیییت ( 7شییکل)

. بیرای ایین   دهید یمی در بازسیازی را نشیان    شدهگرفته

 شیده اسیتفاده نرمیالایز شیده    1منظور از امتییاز ویژگیی   

است. بیرای محاسیبه امتییاز ویژگیی کافیسیت یکیی از       

تصییادفی تغییییر داده و  ورطییبییهی ورودی را هییایژگیییو

مقادیر آن را جابجا کنیم. سپس با ییک روش ییادگیری   

الف(  -7ماشین مثل روش شبکه عصبی عمیق در شکل)

ب(، بییرای -7یییا تقویییت گرادیییان مضییاعف در شییکل) 

ی نی یبشیپی انید،  ی ورودی جدید که جابجا شیده هاداده

نسیبت بیه    شیده ارائیه ی نیبشیپارائه دهیم. اگر خطای 

از حالت اولیه اختلا  کمی داشیته   آمدهدستبهخطای 

باشد، یعنی اثر ایین ویژگیی بیر پدییده تمرکیز ماهیانیه       

شوری کمتر است و این منجر به امتییاز ویژگیی کمتیر    

و بالعکس اگر اختلا  خطاها زیاد باشد یعنیی   گرددیم

 میؤثر ویژگی فوق بر پدیده تمرکز ماهیانه شوری بسییار  

. در باشید یمی از ویژگیی بیالایی   بوده است و دارای امتیی 

در  هیا یژگی یوکه کدام  دهدیمحقیقت این شکل نشان 

و  اندداشتهبازسازی تمرکز ماهیانه شوری تثثیر بیشتری 

از شکل  گونههمان. کندیمی بندتیاولورا  هاآناهمیت 

ی مکانی اعم از کیلومتراژ از بالادست، هایژگیوپیداست 

ایی به ترتیب بیشیترین  طول جغرافیایی و عر  جغرافی

ی بر تمرکز ماهیانه شوری رودخانه رگذاریتثثسهم را در 

ی هیدرولوژیکی و زمیانی  هایژگیوو اثر  اندداشتهکارون 

کمتر بوده است. لازم به ذکر است تثثیر دبیی رودخانیه   

ی با شبکه عصبی مصنوعی نسبت سازمدلنیز در روش 

ایین موضیوع    بوده است. تربرجستهی زمانی هایژگیوبه 

، قتیدر حقبود.  شده اشاره( 6شکل)قبلاً نیز در تحلیل 

پارامتر زمان بیشتر در بازسازی نوسیانات فصیلی پدییده    

بوده و تثثیر به سزایی در بازسازی روندهای اصیلی   مؤثر

هیای  نداشته است. همچنین یک بار هم امتییاز ویژگیی  

ورودی با روش تقویت گرادیان مضاعف محاسیبه شید و   

گیردد  ارائه گردید. همچنان مشاهده میب( -7شکل) در

                                                           
1 Feature-score 

زمیانی شیوری،   -ها در مدلسازی مکانیمهمترین ویژگی

های مکانی با همان اهمییت قیید شیده در قبیل     ویژگی

هستند.  عوامل دیگری وجود دارند که تابع مکیان و بیه   

خصوص عر  جغرافیای بوده و بر شیوری تثثیرگذارنید   

هیای  آببارش، تبخییر، روان توان به که در این میان می

محلی و توپوگرافی اشاره نمود. از آنجیایی کیه رودخانیه    

کییارون بسیییار طییولانی بییوده و از چنییدین اسییتان بییا   

های هواشناسی و شرایط توپوگرافی متفاوت عبور ویژگی

کرده، تغییرات شوری با تغییر عیر  جغرافییایی قابیل    

 توجیه است.

ی هییایژگیییومییاتریس همبسییتگی بییین  ( 8شییکل)در 

شیه رنگیی   ی در قالیب نق سازمدلدر  کاررفتهبهمختلف 

اسیت. اهمییت ایین شیکل در آن اسیت کیه        شیده ارائه

همسیو بیوده و دارای    هیا یژگی یوفهمیید کیدام    توانیم

همبستگی هستند و در صورت نیاز از تکرار پرهیز کیرد.  

ی طییول هییایژگیییودر شییکل پیداسییت   گونییههمییان

بالادست همبسیتگی منفیی و   جغرافیایی و کیلومتراژ از 

 دارند، علت این همبسیتگی آن اسیت کیه بیا     توجهقابل

افزایش کیلومتراژ از بالادست طول جغرافییایی از شیرق   

 کهییازآنجا. اما ابدییمبه ارب استان خوزستان کاهش 

هیر دو دارای مقیادیر   ( 7شیکل) این دو مشخصه مطابق 

و ویژگیی  امتیاز ویژگی بالایی هستند، اسیتفاده از هیر د  

منجییر بییه بهبییود کییارایی مییدل و صییحت    توانییدیمیی

گردد. بیشترین میزان همبسیتگی بیین دو    هاینیبشیپ

 47/0متغیر کیلومتراژ و دبی رودخانیه اسیت کیه برابیر     

 هیا یژگی یونیست. در مورد سایر  توجهقابلبوده و خیلی 

همبسییتگی زیییادی مشییهود نیسییت و ارتبییاط خطییی   

 .اندنداشته
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404بهار  شماره اول   ال سیزدهمس

 
 )الف(

 
 )ب(

 ،اندشدهمحاسبهی که با مدل شبكه عصبی عمیق سازمدلدر  کاررفتهبهی ورودی هامشخصهامتیاز ویژگی برای )الف( : 7شكل

 .اندشدههای ورودی که با مدل تقویت گرادیان مضاعف محاسبه امتیاز ویژگی برای مشخصه )ب(

 
 

هایژگیو: ماتریس همبستگی 8شكل

ی با هر سه روش یادگیری ماشین که سازمدلدر ادامه، 

است. لازم به ذکیر   شدهانجامدر روش تحقیق بیان شد، 

ی شیبکه عصیبی   هیا روشی بیا  سازمدلاست که جهت 

و بییرای  متلییب افییزارنییرمعمیییق و جنگییل تصییادفی از 

 افیزار نیرم ی به روش تقویت گرادیان مضاعف از سازمدل

است. برای ارائیه نتیایج نییز همیه      شده استفادهپایتون 

مقیادیر  ( 9شیکل) . در انید شیده میترسی اشکال در متلب 

بییا مقییادیر  هییامییدلاز  هرکییدامتوسییط  شییدهیبازسییاز

و عملکیرد میدل از حییث     اندشدهمقایسه  شدهمشاهده

نحیوه بازسیازی و بیرازش بیر مشیاهدات در طیول دوره       

 است.  شده یبررسآموزش 
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          .. بااارای ماشاای   یااادریری  هااای روش مقایسااه  و ارزیااابی 
 هانی محبوبی و همکاران

 

 
 )الف(

 
 )ب(

 
 )ج(

 
 )د(

 
 )ه(

 
 )و(

)ب(  وهای تست ده در مجموعه دادهشبكه عصبی عمیق و شوری مشاهده ش روشمقایسه شوری مدل شده توسط  )الف(: 9شكل

 ، )د( آموزش و های تسته شده در مجموعه دادهجنگل تصادفی و شوری مشاهد روشمقایسه شوری مدل شده توسط )ج( ، آموزش

)و( آموزش وهای تست شده در مجموعه داده تقویت گرادیان مضاعف و شوری مشاهده روشمقایسه شوری مدل شده توسط )ه( 
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404بهار  شماره اول   ال سیزدهمس

ی هییادادهو  هییادادهدرصیید  80ی دوره آمییوزش هییاداده

ی ورودی در بییازه هییادادهدرصیید کییل  20دوره تسییت 

 بیرای مقایسیه هیر سیه     .اندبوده 1395تا  1380زمانی 

ی بیه کیار   هیا روشاز  هرکدامروش بایست پارامترها در 

 به بهترین صورت ممکن تنظیم شوند و ایین  شدهگرفته

هیا و  جهت تعیین بهینه پارامتر وخطاآزمونامر مستلزم 

ابرپارامترهییای هییر روش اسییت. سییپس بییا پارامترهییای 

کیه منجیر بیه بهتیرین عملکیرد هیر روش        شیده نییتع

وش رو نتایج هر سیه   شدهانجامی سازمدلخواهند شد 

 .  گرددیممقایسه  باهم

(، 9شییکل) درهییای )الییف(، )ب(، )ج( و )د(  ردیییفاز 

ی شبکه عصبی عمیق هاروشمشخص است که عملکرد 

و جنگل تصادفی با پارامترهای مناسب تقریباً شبیه هیم  

ی آموزشی شبکه عصیبی  هادادهتولید بوده ولی توان باز

در اییین  2Rعمیییق کمییی بیشییتر بییوده اسییت. سیینجه  

بییوده و مشییاهدات دوره آموزشییی بییا    85/0بازسییازی 

RMSE  کمییی بهتییر نسییبت بییه روش جنگییل تصییادفی

مربیوط بیه    صیرفاً . امیا ایین برتیری    شیوند یمی بازتولید 

ی آمییوزش بییوده و در مییورد داده تسییت روش  هییاداده

کمی بهتیر عمیل نمیوده اسیت. در کیل      جنگل تصادفی 

ی تسیت بیرای دو   هادادهدر بازسازی   2Rمقادیر سنجه 

روش شبکه عصبی عمیق و جنگل تصیادفی بیه ترتییب    

بییوده و تفییاوت فاحشییی وجییود نییدارد و   78/0و  77/0

بازسازی روش جنگل تصادفی کمی برتر  RMSE ازلحاظ

)و(  هیای )ه( و از اشکال ردییف  گونههمانبوده است. اما 

پیداست مدل تقویت گرادیان مضاعف عملکیرد بهتیری   

ی کیه شیکل   اگونیه بیه نسبت به دو روش دیگیر داشیته   

ی آمیوزش بیه خیط نیمسیاز     هیا دادهمربوط به بازسازی 

 ppmو   2Rبیرای سینجه    96/0نزدیک بوده و با مقیدار  

، برتری فاحش روش تقوییت گرادییان   RMSEبرای  71

ی آمیوزش بیه رخ   هیا دادهمضاعف را در زمینه بازسازی 

 درروش. همچنیین بایسیت اقیرار داشیت کیه      کشید یم

نییز   RMSEو  2Rی هیا سینجه تقویت گرادیان مضیاعف  

بهتیر بیوده    هاروشی تست از سایر هادادهبرای بازتولید 

 است. 

علاوه بر بررسی عملکرد و ارزیابی هر سه میدل در بیازه   

 هییامییدلکییه دوره آموزشییی  1395تییا  1380زمییانی 

ی نیبشیپبرای  شدهساختهی هامدلاز  شدیمسوب مح

در بیازه   هیا سیتگاه یامتوسط ماهیانه مقیادیر شیوری در   

است.  شدهاستفادهماهه پس از دوران آموزش  18زمانی 

بیان شد ایین بیازه زمیانی دوره صیحت      قبلاً گونههمان

در  شدهارائهی هاینیبشیپسنجی نامیده شده است. لذا 

-مشیاهدات موجیود مقایسیه شیده و صیحت      این بازه با

انجیام شید. در    NRMSEو  RMSEی هاسنجهسنجی با 

ماهیه   18در دوره  شیده انجامی هاینیبشیپ( 10شکل)

مقایسیه شیده و    شیده مشیاهده صحت سنجی با مقادیر 

جهت ارزیابی توانایی هر روش  RMSEو  2Rی  هاسنجه

در بیالای اشیکال    شیده انجیام ی هیا ینی یبشیپو صحت 

هیای )الیف(، )ب( و )ج( بیه ترتییب     . ردییف اندشدهارائه

هییای شییبکه عصییبی عمیییق، جنگییل  مربییوط بییه روش

باشند. نظیر نتایج تصادفی و تقویت گرادیان مضاعف می

ی تسیت، در دوره صیحت   هیا دادهدر مورد  شدهمشاهده

سیینجی نیییز مییدل تقویییت گرادیییان مضییاعف برتییری   

سیت. توانیایی   داشیته ا  هامدلمحسوسی نسبت به سایر 

ی مدل جنگل تصادفی تا حدودی بهتر از میدل  نیبشیپ

 روش در RMSEشبکه عصبی عمیق بوده اسیت. مقیدار   

ی جنگیل  هیا روشتقویت گرادیان مضیاعف نسیبت بیه    

درصید و   13تصادفی و شبکه عصبی عمیق بیه ترتییب   

درصد بهتر بوده است. همچنین بیشتر شدن سنجه  18
2R  ارتباط  دهندهنشانتقویت گرادیان مضاعف  روش در

ی ایین روش بیا مقیادیر    هیا ینی یبشیپی  تیر یقیو خطی 

نیز معلیوم اسیت کیه    ج( -10شکل) از مشاهداتی بوده و

در مقابل مشاهدات بیشتر بیه خیط    هاینیبشیپترسیم 

گفییت  تییوانیمیینیمسییاز نزدیییک بییوده اسییت. لییذا   

معییار  توسط روش فوق انحرا   شدهارائهی هاینیبشیپ

داشته کیه ایین    هاروشو بایاس کمتری نسبت به سایر 

. در هاسیت ینیبشیپدقت و صحت بیشتر  دیمؤموضوع 

ب( -11شییکل)و در  RMSEمقییادیر الییف( -11شییکل)

 [
 D

O
I:

 1
0.

61
88

2/
jg

it.
13

.1
.1

21
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jg
it.

kn
tu

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            18 / 28

http://dx.doi.org/10.61882/jgit.13.1.121
https://jgit.kntu.ac.ir/article-1-984-fa.html


 

 

 

 

 

 

139 

          .. بااارای ماشاای   یااادریری  هااای روش مقایسااه  و ارزیااابی 
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جهت ارزیابی عملکرد و دقت هیر سیه    NRMSEسنجه 

ی آمیوزش، تسیت و صیحت    هادادهروش برای مجموعه 

است. ایین شیکل نییز     شدهیبررس، هاینیبشیپسنجی 

روش تقوییت گرادییان مضیاعف برتیری      دهید یمنشان 

داشیته اسیت. کوچیک بیودن      هیا روشخاصی بر سیایر  

که تمام  دهدیمدر هر سه روش نشان  NRMSEسنجه 

ی نیبشیپی مقادیر کم و هم در نیبشیپهم در  هاروش

 درروشمقادیر زیاد شوری موفیق عمیل کیرده و البتیه     

ی معیر   نیوع بیه عف این سنجه که تقویت گرادیان مضا

. بیا توجیه بیه    باشید یم 2/0خطای نسبی است کمتر از 

ماهه صحت سینجی بایسیت بیه     18طولانی بودن دوره 

ی نی یبشیپی موفقیت روش تقویت گرادییان مضیاعف در   

مقادیر متوسط ماهیانه شوری اقیرار نمیود. در    بلندمدت

ل گردد که در آن هر سیه مید  ( ارائه می1ادامه، جدول )

های ارزیابی دقیت کیه   ساخته شده از لحاظ تمام سنجه

 گردند.  بیان شد، مقایسه می 7-2 در بخش

هیای  ( به مقایسه عملکیرد میدل  2همچنین در جدول )

 DMساخته شده از حیث دقت با کمک آزمیون آمیاری   

 پردازیم.بیان شد، می 7-2 که در بخش

 

 
 )الف(

 
 )ب(

 
 )ج(

ی هاروشتوسط  شدهساختهماه بازه زمانی صحت سنجی با مدل شوری  18ی متوسط ماهیانه شوری در هاداده: مقایسه 10شكل

 .)ج( تقویت گرادیان مضاعفو  )ب( جنگل تصادفی ،)الف( شبكه عصبی عمیق
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 هندسی فناوری اطلاعات مکانیم -نشریه علمی 

 1404بهار  شماره اول   ال سیزدهمس

 
 )الف(

 
 )ب(

ماه 18برای بازه زمانی  شدهساختهی هامدلدر صحت سنجی  کاررفتهبه  NRMSE )ب( و  RMSE )الف( یهاسنجهمقادیر : 11شكل

 

( پیداست، در مقایسه عملکرد 1همانگونه که از جدول )

سه مدل یادگیری ماشین شامل شیبکه عصیبی عمییق،    

تیوان  جنگل تصیادفی و تقوییت گرادییان مضیاعف، میی     

نتیجه گرفت که مدل تقویت گرادیان مضیاعف عملکیرد   

ها داشته است. این میدل بیا   بهتری نسبت به سایر مدل

و همچنییین  RMSE ،MAEداشییتن کمتییرین مقییادیر  

که توانسته اسیت   دهد، نشان میMAPEکمترین مقدار 

ها به بینی را در مقایسه با سایر روشمیزان خطای پیش

میزان قابل توجهی کاهش دهد. همچنین مقیدار بیالای   

که برای این مدل در مرحلیه آمیوزش    2Rضریب تعیین 

محاسبه شیده نشیان از قیدرت بیالای تطیابق میدل بیا        

عصیبی   دارد. درمقابیل، میدل شیبکه    های آموزشیداده

عمیییق علیییرام عملکییرد قابییل قبییول در آمییوزش در   

تر عمیل کیرده و بیالاترین خطیا را     سنجی ضعیفصحت

گردد. مدل جنگیل تصیادفی از حییث صیحت     شامل می

عملکردی بین دو مدل دیگر داشیته اسیت. در مجمیوع    

توان ادعا کرد که مدل تقوییت گرادییان مضیاعف بیا     می

تری برای مسیئله  صحت بیشتر گزینه مناسب پایداری و

مانی شوری در رودخانه کارون بیوده  ز-بینی مکانیپیش

 است.

اگرچه شبکه عصبی عمیق آموزش دییده دارای سینجه   
2R    هاسیت،  برتری در آموزش در مقایسه بیا سیایر میدل

سینجی عملکیرد   های تسیت و صیحت  ولی در مورد داده

تری داشته است. همچنین بایست اذعان داشیت  ضعیف

بیرازش ممانعیت   با تنظیم پارامترهیای مناسیب از بییش   

شده است. بنابراین بیرای توجییه ایین موضیوع بایسیت      

ص بیا  بیه خصیو   MLPگفت در شبکه عصبی چندلاییه  

های بهینه، پتانسییل بیالایی بیرای    ها و لایهتعداد نورون

بازسازی رفتارهای پیچیده ایرخطی در طیول آمیوزش   

تواند برازش میوجود دارد که حتی بدون رخ دادن بیش

های ها برای دادهبه عملکرد بالاتری نسبت به سایر مدل

آموزش منجر شود. اما بایسیت توجیه داشیت بیه علیت      

 MLPهیا عملکیرد   هیای بیالا در ورودی  انسدریافت وری

هیای تجمعیی و گروهیی ماننید جنگیل      نسبت به روش

تصادفی و تقوییت گرادییان مضیاعف کیه ذاتیاً پاییدارتر       

سیینجی هییای تسییت و صییحت هسییتند، در مییورد داده

توانند حتی های گروهی میشود. لذا، روشتر میضعیف

تیری  های ارزیابی ضعیفعلیرام اینکه در آموزش سنجه

هیای  سینجی و داده داشته باشند در میورد دوره صیحت  

 تست عملکرد برتری داشته باشند.  
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آموزش، تست و  یهامجموعه داده یارائه شده برا ینیبشیها در پعملكرد مدل یابیمختلف ارز یهاسنجه سهیمقا: 1جدول

 یسنجحتص

MAPE 

(%) 
MAE 

(ppm) 
2R NRMSE RMSE 

(ppm) 

 سنجه

 مدل

شبكه  آموزش 10/136 11/0 85/0 62/96 38/13

عصبی 

 عمیق

 تست 30/166 13/0 77/0 81/117 88/15

 سنجیصحت 04/182 16/0 62/0 10/136 24/20

 آموزش 18/143 11/0 83/0 72/102 86/13
جنگل 

 تصادفی
 تست 93/161 13/0 78/0 49/109 88/14

 سنجیصحت 08/167 15/0 68/0 26/127 22/19

تقویت  آموزش 25/71 06/0 96/0 70/49 93/6

گرادیان 

 مضاعف

 تست 06/142 11/0 81/0 15/102 20/15

 سنجیصحت 23/150 13/0 74/0 26/111 86/15

 1و  0بیا اعیداد    DM(، نتایج آزمون آماری 2در جدول )

 0Hبه معنای رد شدن فر  اولییه   1ارائه شده اند. عدد 

هیای  تعبیر شده که معنای آن اختلا  بین دقیت میدل  

بررسی شده و برتری مدل اول بیر میدل دوم اسیت. در    

و  0Hبیه معنیای پیذیرفتن فیر  اولییه       0مقابل، عیدد  

یکسان بودن عملکیرد دو میدل از لحیاظ دقیت و عیدم      

شیود،  وجود برتری است. همانگونه از جدول ارزیابی می

های جنگل تصادفی و تقویت گرادیان مضیاعف بیر   مدل

مدل شبکه عصبی عمیق از حییث دقیت برتیری دارنید.     

همچنین، مدل تقویت گرادیان مضیاعف نییز در سیطح    

جنگیل تصیادفی    برتری خود را بیر میدل  05/0اطمینان 

 .کنداثبات می

 DM یدقت با آزمون آمار ثیساخته شده از ح یهاعملكرد مدل یآمار یبررس: 2جدول

1H 0H هامدل 

0 1 
 یجنگل تصادف-1

 قیعم یعصبشبكه -2

0 1 
 مضاعف انیگراد تیتقو-1

 قیعم یشبكه عصب-2

0 1 
 مضاعف انیگراد تیتقو-1

 یجنگل تصادف-2

همچنین برای اینکه بتوان ریسک استفاده از هر مدل را 

ها در نظر گرفت، عدم قطعیت نظیر هیر  بینیبرای پیش

سینجی بیا   مدل مربوط به هیر اپیک درون بیازه صیحت    

استفاده از روش بوت استرپینو بررسی شید. همچنیین   

بینی شده مربیوط بیه هیر    های پیشانحرا  معیار نمونه

یک تخمیین تجربیی از عیدم     اپک با این روش به عنوان

شود. در قطعیت یا انحرا  معیار مدل در نظر گرفته می

ادامه برای اینکه بتوان ارزیابی مناسبی از عدم قطعییت  
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سنجی داشت، کران بالا هر مدل در طول کل بازه صحت

و پییایین بدسییت آمییده از اییین روش و نهایتییاً فاصییله    

پیک  هیا در هیر ا  هیای میدل  بینیی اطمینان بیرای پییش  

هیای  شود. متوسط مقادیر تخمینیی کمییت  محاسبه می

( برای 3فوق در طول کل بازه صحت سنجی در جدول )

اسیت. همانگونیه از نتیایج پیداسیت،     هر مدل ارائه شیده 

روش تقویت گرادیان مضاعف به طور میانگین کمتیرین  

هیای بیوت اسیترپ را داشیته و نییز      انحرا  معیار نمونه

نان بیرآورد شیده اسیت کیه     شامل کمترین فاصله اطمی

حاکی از عدم قطعیت مناسب ایین روش در مقایسیه بیا    

هیای شیبکه عصیبی    هاست. همچنیین، روش سایر روش

عمیق و جنگل تصادفی از حیث پارامترهای تخمین زده 

تیوان  شده برای عدم قطعیت تفاوت زیادی نداشه و میی 

هیای  های مربیوط بیه سینجه   گفت علیرام سایر ارزیابی

کرد روش شبکه عصبی عمیق کمی نسبت به دقت، عمل

جنگل تصادفی از حیث عدم قطعیت بهتیر بیوده اسیت.   
 

 هر مدل تیعدم قطع یابیارز یبرا ترپبوت اس یهانمونه اریو انحراف مع نانیفاصله اطم ن،ییابالا، پ یهاکران متوسط :3جدول

 انحراف متوسط

 هانمونه اریمع

 فاصله متوسط

 نانیاطم
 بالا کران متوسط

 کران متوسط

 نییپا
 مدل

 قیعم یعصب شبكه 3/535 1/1111 8/575 2/136

 یتصادف جنگل 4/574 3/1188 9/613 2/143

 مضاعف انیگراد تیتقو 9/652 1/947 2/294 6/70

ی زمییانی حاصییل از هییایسییربییه ارائییه ( 12شییکل)در 

ی واقع هاستگاهیای مختلف در هاروشی توسط نیبشیپ

  8/388 )ج( و 6/345 )ب( ،3/311 )الییف( در کیلییومتراژ

 شیده ینی یبشیپی زمانی هایسر. علت اینکه میپردازیم

، آن اسیت کیه ایین    انید شیده ارائیه هیا  برای این ایستگاه

دارای بیشترین انحرا  معیار مشاهدات بیوده   هاستگاهیا

را بیه چیالش    هیا مدلی هاینیبشیپصحت  توانندیمو 

در  شییودیمیی( دیییده  شییکلاز  طییورهمییانبکشییند. 

ی واقییع در کیلومتراژهییای فییوق بیشییترین هییاسییتگاهیا

 شییدهثبییتانحییرا  معیییار و پراکنییدگی بییرای شییوری  

 ازلحیاظ  هیا مدلاست. لذا به دنبال مقایسه  شدهمشاهده

به ذکر اسیت   ی این نوسانات هستیم. لازمنیبشیپتوان 

ی مطالعه میانگین ماهیانه شیوری در  هاداده کهییازآنجا

هسییتند، نوسییانات خیلییی زیییاد در همییه   هییاسییتگاهیا

وجییود نییدارد. همچنییین مقییادیر شییوری   هییاسییتگاهیا

مشاهداتی در دوره صحت سنجی با رنو آبی در شیکل  

. اولاً بایسییت توجییه داشییت تمییام انییدشییدهدادهنمییایش 

تییا حییدودی رونییدهای  شییدهرفتییهگی بییه کییار هییاروش

. انییدکییردهی نیییبشیپییکاهشییی و افزایشییی را درسییت 

توسیط روش جنگیل تصیادفی     شده ارائهی هاینیبشیپ

انحیرا  معییار    هیا روشبیوده و نسیبت بیه سیایر      ترنرم

ی هیا ماه. روش شبکه عصبی عمیق در اندداشتهکمتری 

 تیوان یمی ی که اگونهبهآخر دچار میرایی و کاهش شده 

در دو میاه آخیر در    شیده انجیام ی هیا ینی یبشیپی گفت 

آخیر در   چهیار میاه  ی هیا ینیبشیپو  6/345کیلومتراژ 

معتبییر نیسییت.   3/311ایسییتگاه واقییع در کیلییومتراژ   

ی روش تقوییت گرادییان مضیاعف هیم بیه      هاینیبشیپ

بوده و هم روندهای افزایشی  ترکینزدمقادیر مشاهداتی 

ت بیییالاتری و کاهشیییی توسیییط ایییین روش بیییا دقییی 

. در سمت راسیت اشیکال نییز سینجه     اندشدهینیبشیپ

RMSE های هر روش برای هر بینیمربوط به دقت پیش

ایستگاه نمایش داده شده است که همچنان بر عملکیرد  

هیای  بینیی در پییش  بهتر روش تقویت گرادیان مضاعف

هییای فییوق دلالییت دارد. ارائییه شییده بییرای ایسییتگاه  
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 )الف(

 

 
 )ب(

 

 
 )ج(

تا میانه  1396اپک صحت سنجی از آغاز  18ها در بینی شده توسط مدلی زمانی متوسط ماهیانه شوری و مقادیر پیشهایسر: 12شكل

 8/388ایستگاه واقع در کیلومتراژ  )ج( و 6/345تگاه واقع در کیلومتراژ ایس )ب( ،3/311تگاه واقع در کیلومتراژ ایس : )الف(در 1397
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 یهیا عملکیرد میدل در دوره   یبه منظور بررس نیهمچن

 یمختلف اعیم از فصیول خشیک و تیر نمودارهیا      یزمان

بیه   مربیوط  NRMSE و RMSE یهیا مربوط بیه سینجه  

( 13شیکل) سیاخته شیده در    یهیا میدل  یهاینیبشیپ

معیر  سینجه   الیف(  -13شکل) شده است. دهدا شینما

RMSE های ارائیه شیده در بیازه زمیانی     بینیبرای پیش

هیای بیه   صحت سنجی به تفکیک فصول مختلف و مدل

نیییز نظیییر ب( -13شییکل)کییار گرفتییه شییده اسییت. در 

ترسییم شیده    NRMSEنمودارهای فیوق بیرای سینجه    

ها را از حییث صیحت در   ملکرد مدلاست. شکل فوق ع

دهید. در بهیار میدل جنگیل     فصول مختلیف نشیان میی   

ها تصادفی کمترین خطا را داشته و نسبت به سایر مدل

عملکرد بهتری دارد. در تابسیتان بیه طیور کلیی دقیت      

ها بهتر از سایر فصیول اسیت و   های همه مدلبینیپیش

تغییرات توان به کمتر بودن وریانس و این موضوع را می

شوری در این فصل مربوط دانست. در تابستان عملکیرد  

هیا  مدل تقویت گرادیان مضاعف نسبت بیه سیایر میدل   

بهتر بوده و این برتری در فصیول پیاییز و زمسیتان نییز     

قابل رؤیت است. در فصل پاییز شیرایط کمیی متفیاوت    

تیرین عملکیرد را از   بوده و روش جنگل تصادفی ضعیف

زمسیتان نییز بیه ترتییب اولوییت      حیث دقیت دارد. در  

عملکرد بهتر با مدل تقوییت گرادییان مضیاعف، جنگیل     

تصادفی و در آخر شبکه عصیبی عمییق اسیت. کیاهش     

تیوان بیه   دقت شبکه عصبی عمیق در این فصیل را میی  

تغییرات ایرخطی و نوسیانات شیوری رودخانیه در اثیر     

تغییرات بارش مربوط دانست. به طور کلی، مدل تقویت 

ن مضاعف صحت و قابلیت اعتمیاد بیشیتری را در   گرادیا

ها در مقابل تغییرات زمانی و فصلی مقایسه با سایر مدل

مشهود است که کیم ییا   ب( -13شکل)دهد. از نشان می

زیاد شدن خطاها به بازه تغییرات شوری وابسته نبوده و 

که مسیتقل از مقییاس اسیت عملکیرد      NRMSEسنجه 

صیول مختلیف نشیان    را در ف RMSEمشابهی با سینجه  

 دهد.می

 

 
 )الف(

 
 )ب(

ارائه شده در  یهاینیبشیپ یساخته شده برا یهامدلمربوط به دقت   NRMSE )ب( و  RMSE )الف( یهاسنجه یبررس :13شكل

 یسنجصحت  یفصول مختلف در دوره زمان

 یریگجهینتبحث و  -4

ترین منیابع آبیی   عنوان یکی از حیاتیرودخانه کارون به

هیای  بخیش  ازیایران، نقشی کلیدی در تثمین آب موردن

کشاورزی، صنعتی و شرب در جنوب ایرب کشیور ایفیا    

هیای بلندمیدت، نشیان از رونید افزایشیی      کنید. داده می

توانید  شوری در آب این رودخانه دارند؛ روندی کیه میی  
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تبعات اجتماعی و اقتصادی جدی برای جوامع محلیی و  

 .نیز امنیت اذایی منطقه به همراه داشته باشد

دقییییق و  یسیییازدر ایییین پیییژوهش، باهییید  میییدل 

متوسط ماهیانه شوری در طول رودخانیه   شدهینیبشیپ

کارون، از سه روش پرکیاربرد ییادگیری ماشیین شیامل     

و تقوییت گرادییان    شبکه عصبی عمیق، جنگل تصادفی

هیا  بهره گرفتیه شید. پارامترهیای ورودی میدل     مضاعف

شامل طول جغرافیایی، عر  جغرافییایی، کیلیومتراژ از   

ماه و دبیی جرییان بودنید. تحلییل     مبدأ رودخانه، سال، 

اهمیت این پارامترها نشان داد که عوامل مکانی نسیبت  

به پارامترهای زمانی تثثیر بیشیتری بیر الظیت شیوری     

عنییوان یییک متغیییر انیید و نیییز پییارامتر دبییی بییهداشییته

تری نسبت به سال و ماه ایفا هیدرولوژیکی نقش پررنو

 .نموده است

هیای مربیوط بیه بیازه     داده ها با استفاده ازآموزش مدل

 20انجیام شید. در ایین مییان،      1395تیا   1380زمانی 

های تسیت  عنوان دادهصورت تصادفی بهها بهدرصد داده

شییده و در فرآینیید آمییوزش شییرکت نداشییتند.  انتخییاب

هیای تسیت   هیا در بازسیازی داده  ارزیابی عملکرد میدل 

بهتیرین   نشان داد کیه میدل تقوییت گرادییان مضیاعف     

های واقعی داشته اسیت. میدل جنگیل    را با داده برازش

تصادفی نیز در اکثر موارد نسبت به شبکه عصبی عمیق 

عملکرد بهتری ارائه داد، هرچنید ایین برتیری در تمیام     

د و در ضیمن از  گییری مشیاهده نشی   های اندازهایستگاه

حیث عدم قطعیت مدل شبکه عصیبی عملکیرد بهتیری    

 .داشت

بینیی مقیادیر   بیرای پییش   در گام بعد، از هر سیه میدل  

تیا   1396ماهه از ابتدای سیال   18شوری در بازه زمانی 

شده بیا  بینیاستفاده شد. مقادیر پیش 1397میانه سال 

شیده در همیین بیازه زمیانی میورد      های واقعی ثبتداده

سنجی قرار گرفتند. نتایج این مرحلیه نییز مؤیید    صحت

 تمرکز بینیدر پیشتقویت گرادیان مضاعف  برتری مدل

نظیر   شوری بود. در این میان، گرچه تفاوت معناداری از

 جنگل تصادفی و شبکه عصبی عمییق  آماری بین مدل

مشاهده نشد، اما کیاهش تیدریجی دقیت میدل شیبکه      

جنگیل   تر نشان داد کههای زمانی طولانیعصبی در بازه

ایین   .دارد یتیر در بلندمدت عملکردی باثبیات  تصادفی

های شبکه عصبی ه کم بودن ورودیتوان بموضوع را می

های ورودی مکیانی، زمیانی و   ارتباط داد؛ زیرا صرفاً داده

 دبی رودخانه بودند.

تنها در بازسیازی  نه تقویت گرادیان مضاعف برتری مدل

هییای آمییوزش بلکییه در تطییابق بهتییر بییا تییر دادهدقیییق

سینجی مشیهود بیود.    مشاهدات واقعیی در دوره صیحت  

قادیر شوری بیشتر مهایی که نوسانات ویژه در ایستگاهبه

سیایر   در مقایسیه بیا  های ایین میدل   بینیاند، پیشبوده

شباهت بیشتری بیه واقعییت داشیتند. ایین امیر      ها مدل

نشیان از توانیایی اییین میدل در درک روابیط ایرخطییی     

پیچیده میان متغیرهیای ورودی و خروجیی دارد کیه از    

 .فراوان اسیت  ربردی حائز اهمیتهای علمی و کادیدگاه

همچین از حیثت عدم قطعیت نیز مدل تقویت گرادیان 

 مضاعف بهترین عملکرد را داشت.

درمجموع، نتیایج ایین مطالعیه حیاکی از آن اسیت کیه       

وییژه  های نیوین ییادگیری ماشیین، بیه    استفاده از روش

توانیید ابییزاری الگییوریتم تقویییت گرادیییان مضییاعف، مییی

بینییی شییوری در و پیییش یسییازکارآمیید بییرای مییدل 

گیری از این های مهمی مانند کارون باشد. بهرهرودخانه

 نگرانیو تییدو رانیییگ میتوانیید بییه تصییم هییا میییروش

کننیده  و مقابلیه بیا رونیدهای نگیران     یهیای آبی  سیاست

برای بهبود مطالعاتی که در  .شوری کمک شایانی نماید

رائیه  آینده در این حیطه انجام خواهد شد، پیشنهاداتی ا

هیا و در نظیر   گردد. از جمله افیزایش تعیداد پیارامتر   می

آب، پارامترهیای  گرفتن عواملی نظیر دمیا، بیارش، روان  

تواند تثثیر بسیزایی  ها میکیفی و تبخیردر آموزش مدل

افییزایش بییازه زمییانی بییرای داشییته و حتییی منجییر بییه 

بینی بلند مدت کارآمد گردد. علاوه براین، توسیعه  پیش

تواننید بیا درنظیر    مبتنی بر فیزییک کیه میی    هاییمدل

هیای مییدانی را   گرفتن معیادلات فیزیکیی کمبیود داده   

 گردد.تاحدی جبران نمایند، پیشنهاد می
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Abstract 

Most regions of Iran are characterized as a hot and arid climate with low precipitation. The primary water 

resources in the country are groundwater and river water. In recent years, due to little rainfall and drought 

conditions, rivers have received more attention. In this context, river water salinity is considered as one of the 

most critical water quality parameters, requiring special attention. 

In this study, the long-term variations in the salinity of the Karun River were assessed. Furthermore, the 

monthly average salinity of the Karun River was modeled from 2001 (1380) to 2016 (1395) using various 

machine learning methods, including deep neural networks (DNN), random forests (RF), and extreme gradient 

boosting (XGBoost). Subsequently, the average salinity was forecasted for an 18-month period extending to 

mid-2018 (1397). The predicted values were compared with the observed measurements during this 18-month 

validation period, and the performance and accuracy of the different modeling approaches were evaluated and 

compared. 

The results demonstrated that, first, the monthly average salinity increased at a rate of approximately 10 

ppm/year throughout the study period, posing a potential threat to the regional ecosystem. The DNN and RF 

models showed comparable accuracy and could predict the average salinity of the river with the accuracy of 

170 _ 180 ppm when their respective hyperparameters were optimally tuned. However, the RF performed 

slightly better in long-term forecasting. 

Among the tested methods, XGBoost outperformed the others, achieving a prediction error of approximately 

150 ppm. Compared to RF and DNN, this represents a relative error reduction of about 13% and 18%, 

respectively. 
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